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Zusammenfassung


Summary

This dissertation comprises three parts. Each part has been set up as a self-contained research project and deals with a specific aspect of foreign exchange option markets. Part I examines the accuracy of option-implied density forecasts in predicting future realizations of the spot rate. To produce density forecasts, a range of interpolation techniques is used, among them a novel method that dynamically updates the information content of currency options. We observe that the risk-neutral density generally provides a biased estimate of the physical return distribution. This finding is robust to different choices of information sets. In Part I, we further establish empirically a link between forecasting accuracy and surrogates for variance and jump risk.

Part II examines the variance risk premiums in foreign exchange markets using a model-free approach. When realized variance is computed from intraday data with low frequency, variance risk premiums are significantly negative. In contrast, estimates based on high-frequency data provide a somewhat different picture. This latter finding is likely owed to microstructure effects. Further investigations suggest that variance risk premiums are essentially unexplained by classic risk factors or fear of jump risk. However, we find a significant relationship between the success of a variance swap strategy and the VIX, the TED spread and the shape of the implied volatility function. Overall, we conclude that foreign exchange markets feature a separately priced variance risk factor with time-varying risk premium.

In Part III, the structure of currency returns is examined at the case of two unspanned information sets, namely the prices for vanilla and one-touch options. A variety of models with increasing complexity is calibrated to the vanilla market and subsequently applied to quotes for one-touch options. This approach allows to draw conclusions on the coherence between the two markets and ultimately to infer risk-neutral currency dynamics from a richer data set. Evidence suggests that vanilla options are most accurately priced using a model that comprises both stochastic volatility and jumps with time-varying intensity. In contrast, one-touches imply little jump risk. A comparatively simple stochastic volatility model attains the best performance. This finding may be a result of market makers’ use of Black-Scholes prices as a reference point.
Part I

Biases in Foreign Exchange Density Forecasts

Abstract

In this article, we examine biases in foreign exchange risk-neutral density forecasts. To determine the biases, we propose a novel method that accounts for the full information content in the history and cross-section of option prices. Unlike in previous studies, our approach is consistent with the specific quotation convention of currency markets. To investigate whether risk aversion may explain the biases in density forecasts, we relate them to suitable surrogates for variance and jump risk.

Our results suggest that risk-neutral density forecasts are biased estimates of the statistical return distribution. This finding is robust to alternative information sets comprised of deep OTM options, and holds for a short and longer forecasting horizon. Moreover, we find that both the variance and jump risk factors have a significant impact on the forecasting accuracy.
1 Introduction

Option-implied density forecasts are popular in policy making and risk management because they provide forward-looking information. However, there is considerable doubt with regard to their accuracy.\(^1\) In this paper, we analyze the biases in density forecasts implied in currency options. By bias, we refer to the difference between the risk-neutral and statistical distribution.\(^2\) We contribute to the literature in several ways: First, we measure biases in density forecasts using a novel method that dynamically updates the information content of currency options. Second, we combine options with different moneyness to assess whether they alter the biases in the tails of the predicted density. Third, we examine whether forecasting accuracy is related to commonly priced risk factors in currency markets.

Several methods to construct option-implied density forecasts have been proposed. For example, Jackwerth and Rubinstein (1996) use a minimization criterion to adjust a prior log-normal distribution to account for the information contained in option prices. Bates (1996) and Melick and Thomas (1997) assume a log-normal mixture density and then use option prices to estimate the unknown parameters. Ait-Sahalia and Lo (1998) and Ait-Sahalia and Duarte (2003) propose non-parametric estimation techniques. All of these methods have their shortcomings when applied to currency markets: First, it is preferred not to have a prior regarding the currency return distributions. Second, the methods need to build a distribution function on the basis of a few quotes only. Third, density forecasting requires extrapolation beyond the available strike domain.

A comprehensive analysis on the accuracy of density forecasts from foreign exchange options has been conducted by Christoffersen and Mazzotta (2005). They report significant differences between the statistical and risk-neutral distribution for currencies. To generate the forecasts, Christoffersen and Mazzotta resort to an interpolation method proposed by Malz (1997). However, as shown in Reiswich and Wystup (2010), forecasts from the Malz approach are generally flawed since the method is inconsistent with the specific quotation convention used in currency markets. Also, to the best of our knowledge, there has been no study to date that empirically investigates the determinants of the biases in foreign exchange density forecasts.

In this article, we address these issues. To ensure that identified biases are not subject to a particular choice of methodology, we use three alternative approaches: First,

\(^1\)See Ait-Sahalia and Lo (2000), Jackwerth (2000) and Christoffersen and Mazzotta (2005) to name a few.

\(^2\)As a matter of definition, we may synonymously speak of the quality or accuracy of risk-neutral density forecasts.
we propose an adoption of the Malz approach consistent with the quotation conventions. Second, we consider density forecasts from the vanna-volga method, which is introduced in Castagna and Mercurio (2007). Both the Malz and vanna-volga method rely on three option quotes only and are thus well-suited to cope with the scarce information in the strike domain of currency option markets. We apply the approaches to different combinations of option quotes, including far out-of-the money (OTM) options. OTM options potentially provide different information on the tails of the distribution, where Christoffersen and Mazzotta (2005) report most of the biases. Finally, we propose a Kalman filter extension of the vanna-volga method (henceforth KFVV) that dynamically updates the information content of currency options. Moreover, the KFVV extends the information set to all options in the strike domain. In all cases, we aim to examine whether our findings are robust to altering the information set. The KFVV may be viewed as the foreign exchange equivalent to the technique presented in Bedendo and Hodges (2009). They use the Kalman filter to produce one-day volatility forecasts for S&P 500 quarterly future options. Although not the purpose of this paper, such a task is straightforward to perform using our approach.

Ait-Sahalia and Lo (2000) and Jackwerth (2000) suggest that possible differences between the risk-neutral and statistical densities arise as a result of market participants’ risk aversion. We take up this hypothesis and investigate whether there is a systematic relationship between the accuracy of density forecasts and suitable proxies for variance and jump risk. Our conjecture is the following: If the variance and jump risk factors are priced, the premiums are observable in option prices and hence in the option-implied density while the statistical distribution is unaffected. As a result, risk factor realizations determine at least to some extent the biases in density forecasts. Similar reasoning has led Bakshi and Kapadia (2003) to examine whether delta-hedged gains can be attributed to priced risk factors. Effectively, delta-hedged gains arise because the statistical and risk-neutral density functions differ.

Our results suggest that although the biases are not entirely unrelated to the choice of methodology, similar and persistent biases are observed for all three interpolation techniques. The biases tend to aggravate at a longer forecasting horizon, and they persist no matter what options are chosen as the underlying information set. Hence, deep OTM options do not seem to provide different information on the tails of the statistical distribution. Finally, the conjecture that the variance risk factor affects several aspects of the quality of risk-neutral density forecasts is confirmed. This result also applies in the presence of jump risk proxies, which themselves have a significant impact on the accuracy of density forecasts.
The remainder of this paper is organized as follows. In section 2, we present the forecasting methodology used throughout this paper. Furthermore, we briefly present the Malz and vanna-volga method and introduce the Kalman filter approach. In section 3, we present results on the forecasting biases under the various methods. This section also includes robustness checks that combine various option quotes into different information sets. In section 4, we establish a test environment to investigate the relationship between the biases in density forecasts and commonly priced risk factors. Section 5 concludes.

2 Forecasting Methodology

Throughout this paper, we follow the common quotation convention and measure the price of a foreign currency (FOR) in domestic (DOM) units. We investigate the biases in risk-neutral density forecasts for EURUSD, GBPUSD, USDJPY and EURGBP, quoted as FORDOM. In foreign exchange, traders quote volatilities in delta space. From UBS, a major investment bank and market maker in foreign exchange, we obtain quotes on delta-neutral straddles (DN) and 5-delta, 10-delta and 25-delta call (DC) and put (DP) options. When these volatility quotes are mapped to their respective delta, special attention must be paid to the premium convention, since the delta depends on it. For EURUSD and GBPUSD, the domestic currency, i.e. the USD, is the premium currency. Therefore, a so-called regular delta convention applies. In contrast, USDJPY and EURGBP are quoted with a foreign currency premium. This implies that the spot delta must be adjusted by an amount that reflects the premium paid (premium-adjusted delta convention). For details, we refer to Reiswich and Wystup (2010).

To construct option-implied density forecasts, we rely on the seminal Breeden and Litzenberger (1978) result. Given a complete stochastic basis \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{Q})\) with risk-neutral measure \(\mathbb{Q}\), the price \(c(X, \tau)\) of a call option on the foreign currency is expressed as

\[
c(X, \tau) = E^\mathbb{Q}[e^{-r_d\tau}c(X, 0) \mid \mathcal{F}_t],
\]

(1)

where \(X\), \(\tau = (T - t)\) and \(r_d\) denote the exercise price, the time to maturity and the domestic interest rate, respectively. Twice differentiating (1) with respect to the exercise price yields an expression for a currency pair’s probability density function

\[
q(X) = e^{r_d\tau} \frac{\partial^2 c(X, \tau)}{\partial X^2}.
\]

(2)
In practice, we choose a small interval $h$ and approximate the probability density function at $X$ with its central difference estimator,
\[
\hat{q}(X) = e^{r\tau} \left[ \frac{c(X-h, \tau) - 2c(X, \tau) + c(X+h, \tau)}{h^2} \right] h.
\] (3)

To obtain an estimate of a currency pair’s density function, we require call option prices $c(X, \tau)$ for a wide range of exercise prices. For this reason, we resort to one of the interpolation methods introduced in what follows.

2.1 The Malz Approach

Malz (1997) proposes an interpolation of implied volatilities in delta space. To fix matters, define a risk reversal and butterfly for a call and put option with delta $x$ as
\[
\sigma_{xrr} := \sigma_{xDC} - \sigma_{xDP}, \quad \sigma_{xbf} := \frac{\sigma_{xDC} + \sigma_{xDP}}{2} - \sigma_{DN}.
\] (4)

To generate an implied volatility function, Malz specifies a quadratic polynomial of the form
\[
\hat{\sigma}^\Delta_t = a_0\sigma_{DN}^t + a_1\sigma_{xrr}^t(\Delta - 0.50) + a_2\sigma_{xbf}^t(\Delta - 0.50)^2,
\] (5)

where $\Delta$ refers to the delta of the required option and $a_0, a_1$ and $a_2$ are a set of parameters that can be solved for by requiring (5) to hold for $\sigma_{DN}, \sigma_{xrr}$ and $\sigma_{xbf}$. The Malz approach refers to a forward delta under the regular quotation convention, since only then the delta-neutral quote has a delta of 0.50. In all other instances, the Malz approach produces market inconsistent forecasts. To cope with this problem, we replace 0.50 with the appropriate $\Delta_{DN}$ and solve for a different set of parameters $b_0, b_1, b_2$. To arrive at the required call prices, we first move from delta-volatility to exercise price-volatility space. Next, we obtain call prices through the Garman and Kohlhagen (1983) formula for currency options. Details have been relegated to Appendix A.

2.2 The Vanna-Volga Method

The vanna-volga method presented in Castagna and Mercurio (2007) and Shkolnikov (2009) interpolates between market prices by representing options as replicating portfolios. When volatility is stochastic, the Itô expansion of an option price is given by
\[
dc(X, \tau, St, \sigma_t) = \left[ \frac{\partial c(\cdot)}{\partial t} + \frac{1}{2}\sigma_t^2S_t^2\frac{\partial^2 c(\cdot)}{\partial S_t^2} \right] dt + \frac{\partial c(\cdot)}{\partial S_t} dS_t + \frac{\partial c(\cdot)}{\partial \sigma_t} d\sigma_t + \frac{\sigma_t^2}{2} \frac{\partial^2 c(\cdot)}{\partial S_t \partial \sigma_t} dS_t d\sigma_t + \frac{1}{2} \frac{\partial^2 c(\cdot)}{\partial \sigma_t^2} d\sigma_t^2,
\] (6)

We multiply the difference estimator by $h$ to make $\hat{q}(\cdot)$ an Arrow-Debreu security (See Arrow (1964) and Debreu (1959)).
where $\partial c(.)/\partial \sigma_t$, $\partial^2 c(.)/\partial S_t \partial \sigma_t$ and $\partial^2 c(.)/\partial \sigma_t^2$ refer to the vega, vanna and volga of an option.\(^4\) Hedging an option with second-order accuracy requires that the stochastics in $d\sigma_t$, $dS_t d\sigma_t$ and $d\sigma_t^2$ are taken care of. Since there are three volatility greeks, an accurate replication is achieved by holding a portfolio of three options, on top of the spot and money market positions inherited from a Black and Scholes (1973) setting.

To establish a formal relationship, suppose we observe a portfolio of three pivot options. Presume that the corresponding volatility greeks are concatenated in the $3 \times 3$ matrix $A$.\(^5\) For an arbitrary option with strike price $X$, stack its volatility greeks into a $3 \times 1$ vector $y$. To offset the risk arising from stochastic volatility, we must choose portfolio weights $x$ according to

$$y = Ax, \quad \Rightarrow \quad x = A^{-1}y.$$ \hspace{1cm} (7)

To arrive at the required price $c(X, \tau, S_t, \sigma_t^X)$, define a $3 \times 1$ vector $c_{me}$ of market excess prices, i.e. a vector that subsumes the market prices of the options in the hedging portfolio in excess of their Black-Scholes values. By the usual replication arguments, it must hold that an option price reflects the hedging costs associated with spot diffusion risk and the extra costs associated with stochastic volatility. Since the former are given by the Black-Scholes value, we formally obtain the dichotomized relationship

$$c(X, \tau, S_t, \sigma_t^X) = c(X, \tau, S_t, \sigma_t^{BS}) + (c_{me})'x.$$ \hspace{1cm} (8)

Equation (8) is directly employed in (3). To effectively construct density forecasts, we follow industry practice and set $\sigma_t^{BS} = \sigma_t^{DN}$.

### 2.3 The Kalman Filter Extension of the Vanna-Volga Method

Density forecasts from the Malz and vanna-volga method rely on three option quotes only, whereas the data set comprises 7 quotes in the strike domain. Moreover, the Malz and vanna-volga method disregard potentially useful historical information. To address these concerns, we propose a Kalman filter extension of the vanna-volga method.\(^6\) To establish the methodology, we rewrite (8) as

$$c(X, \tau, S_t, \sigma_t^X) - c(X, \tau, S_t, \sigma_t^{BS}) = y_t' \alpha_t,$$ \hspace{1cm} (9)

\(^4\)We henceforth refer to their union as the ‘volatility greeks’.

\(^5\)We refer to Appendix B for a more detailed exposition.

\(^6\)To draw an analogy to the time series estimation of volatility, consider a GARCH model (Bollerslev, 1986) which relies on historical information to obtain an update of current and future volatility. Similarly, the KFVV takes the history of option prices into account.
where $\alpha_t = (A^{-1}_t)'c_{t}^{me}$ is a $3 \times 1$ vector which can be interpreted as a vector which entails prices for vega, vanna and volga. The vanna-volga method therefore maintains that for an option with exercise price $X$, the market price in excess of the Black-Scholes value is a result of the option’s vega, vanna and volga multiplied by the respective hedging costs. Importantly, this interpretation is consistent with the way currency option traders perceive second-order risk.

Suppose we stack all observed excess prices into a $(7 \times 1)$ vector $c_{t}^{me,X}$. Since (9) must hold for any option, we can estimate the loadings from

$$c_{t}^{me,X} = Y'_t \alpha_t + \varepsilon_t,$$

where $Y_t$ is a $3 \times 7$ matrix of volatility greeks and $\varepsilon_t$ comprises error terms. To allow for time-varying loadings, we estimate (10) using the Kalman filter. In a state-space representation, the observation equation is given by

$$c_{t}^{me,X} = Y'_t \xi_t + Y'_t \bar{\alpha} + \varepsilon_t.$$

The state equation which governs the time-varying component of the greek loadings $\xi_t = \alpha_t - \bar{\alpha}$ is expressed as

$$\xi_t = F\xi_{t-1} + \omega_t.$$

$F$ is a $3 \times 3$ transition matrix and $\omega_t$ entails error terms. The instantaneous error covariance matrices are defined as

$$E(\varepsilon_t \varepsilon'_t) =: R, \quad E(\omega_t \omega'_t) =: Q, \quad \text{with} \quad E(\varepsilon_t \omega'_t) = 0.$$

Applying the Kalman filter allows us to update the greek loadings by using the information content of all currency options in the cross section. The construction of density forecasts then follows along the lines of the regular vanna-volga method but using (9) instead of (8). This proximity to the vanna-volga method ensures that for typical market parameters, the option-implied density satisfies no-arbitrage conditions.\footnote{See Castagna and Mercurio (2007) for a note on this.}

Estimation of the greek loadings boils down to recursively calculate linear least square forecasts of the state vector

$$\hat{\xi}_{t+1|t} = \hat{E}(\xi_{t+1} | I_t),$$

on the basis of observed data $I_t := (c_{t}^{me,X}, c_{t-1}^{me,X}, \ldots, c_{1}^{me,X}, Y_t, Y_{t-1}, \ldots, Y_1)$ up to time $t$. Associated with these forecasts is a mean square error matrix

$$P_{t+1|t} := E[(\xi_{t+1} - \hat{\xi}_{t+1|t})(\xi_{t+1} - \hat{\xi}_{t+1|t})'].$$
Suppose we have a current estimate for the time-varying component of greek load-
ing \( \hat{\xi}_t | t-1 \). With the arrival of new information \( \{ c_t^{\text{me.X}}, Y_t \} \), an update for \( \xi \) is obtained through

\[
\hat{\xi}_t | t = \hat{\xi}_t | t-1 + \{ P_{t|t-1} Y_t [Y_t' P_{t|t-1} Y_t + R]^{-1} [c_t^{\text{me.X}} - Y_t' \hat{\xi}_{t|t-1} - Y_t' \bar{\alpha}] \}.
\]  

(16)

Similarly,

\[
P_{t|t} = P_{t|t-1} - \{ P_{t|t-1} Y_t [Y_t' P_{t|t-1} Y_t + R]^{-1} Y_t' P_{t|t-1} \}.
\]  

(17)

The next step estimates are then given by

\[
\hat{\xi}_{t+1|t} = F \hat{\xi}_t | t,
\]  

(18)

and

\[
P_{t+1|t} = FP_{t|t} F' + Q.
\]  

(19)

To make the KFVV approach work for our purposes, we establish the following algorithm.

a) We estimate the parameters \( \{ \bar{\alpha}, F, Q, R \} \) over an initial one-year period.

b) We propagate the variables \( \xi \) and \( P \) in the system of equations (16) to (19), starting with the first observation of the estimation period. We do so until we reach the end of a one-month out-of-sample period that immediately follows the estimation window. Risk-neutral density forecasts are produced along the way for the out-of-sample period only.

c) By the time the end of the one-month out-of-sample period is reached, we go back to step a) and re-estimate the parameters, adding the latest one-month set of data to the estimation period. The choice of a one-month out-of-sample period is one of convenience. Presumably more accurate forecasts result if the parameters were re-estimated on a daily basis. However, this comes at the cost of additional computing time.

To facilitate estimation, we impose some structure on the parameters \( F \) and \( R \). Specifically, we assume \( F \) to be a diagonal matrix. Spillover effects from one greek loading to another are therefore precluded. Furthermore, to achieve a better smoothing effect for our forecasts, the elements in \( F \) are restricted between 0 and 1. Concerning \( R \), we presume that correlations are constant, where the correlations are obtained from a prior-stage OLS regression. Hence, only the diagonal elements in \( R \) need to be estimated. No assumptions are made about \( \bar{\alpha} \) and \( Q \). Initial estimates for \( \bar{\alpha} \) are also from an OLS regression. The parameters are estimated by maximum likelihood. A brief description is found in Appendix C.
3 Testing the Unconditional Forecasting Density

We examine the biases in density forecasts for the 1-month and 3-month horizon using option quotes with corresponding maturities. Our data set covers a sample period from January 2003 to August 2009. As a result of the initial estimation stage for the KFVV, forecasts are effectively produced as of January 2004.

The so-called peso problem is commonly put forward as an argument for the difference between the risk-neutral and statistical distributions (see e.g. Ait-Sahalia, Wang and Yared, 2001). Accordingly, option prices account for rare jumps which do not occur in the sample time series simply because the time frame considered is too short. To deal with this assertion, we deliberately include in our analysis the full sample until August 2009. This period covers the collapse of Lehman Brothers and the ensuing market turbulence in autumn 2008. During this time, all currency pairs have exhibited jump-like behavior. With high confidence therefore, the peso problem can be ruled out as an explanation for potential forecasting biases.

Our choice of currency pairs reflects the following considerations: First, we include only major currencies to prevent any issues with liquidity. Second, the currency pairs represent the different implied volatility functions commonly observed in foreign exchange. For example, USDJPY is highly skewed and thus more equity-like, whereas EURUSD is fairly symmetric over the sample period. Finally, we include EURGBP to examine whether our findings apply to so-called cross-biproduts. To enable a comparison of our results with those from Christoffersen and Mazotta (2005), we base the main analysis on the 25-delta option quotes. Deep OTM options are considered in a separate section on robustness. To complement the data set, we obtain spot and interest rates from Bloomberg.

3.1 QQ Plots

To quantify the biases in the density forecasts for the various methods, we define a probability transform variable

\[ U_{t,\tau} := \int_{-\infty}^{S_{t+\tau}} \hat{q}_{t,\tau}(u)du = \hat{Q}_{t,\tau}(S_{t+\tau}), \]  

(20)

where \( \hat{q}_{t,\tau}(.) \) is the probability density function from (2) for options with tenor \( \tau \), observed on the forecasting date \( t \). \( S_{t+\tau} \) is the observed spot rate at the end of the forecasting horizon. The random variable \( U_{t,\tau} \) expresses the probability that the spot rate at the end of the forecasting horizon is lower than the realization \( S_{t+\tau} \). Under the joint-premise of a correctly specified forecasting methodology and equivalence between
the physical and risk-neutral currency return density, the variable $U_{t,\tau}$ is uniformly distributed on the interval $[0, 1]$.

For the remainder of section 3, we employ the testing framework of Berkowitz (2001) and Christoffersen and Mazzotta (2005). We apply the standard normal inverse cumulative density function to transform $U_{t,\tau}$ into a normal transform variable

$$Z_{t,\tau} := \Phi^{-1}(U_{t,\tau}) = \Phi^{-1}(\hat{Q}_{t,\tau}(S_{t+\tau})).$$

(21)

For the same reason $U_{t,\tau}$ is uniform on the interval $[0, 1]$, $Z_{t,\tau}$ is standard normally distributed. In Figure 1, we plot for the 1-month horizon the empirically observed $Z_{t,\tau}$ against the null hypothesis of standard normality. The so-called QQ plots are particularly useful to identify tail biases. To enhance inference, we augment the plots with 5% confidence bands from a Kolmogorov-Smirnov test.

![Figure 1: QQ Plots for the 1-month Horizon](image)

The figure reveals QQ plots for the 1-month forecasting horizon for all currency pairs and methods under consideration. In case of the Malz and vanna-volga method, forecasts have been produced on the basis of 25-delta options. The horizontal and vertical axes refer to the realized and forecast quantile respectively. The data covers the period from January 2004 to August 2009.

To enhance interpretation of the QQ plots, consider the GBPUSD forecast from the Malz approach (second panel from left, top row). Under the null hypothesis that the
Malz approach produces unbiased forecasts of the statistical density, the very bottom-left realization \( S_{t+\tau} \) should occur with a likelihood that corresponds to a Z-score of -4 (vertical axis). Empirically however, such an event turns out to be more common, attaining a Z-score of -3 (horizontal axis). In general, QQ plots coincide with the 45° line when the null hypothesis holds true. If, for a given quantile, the QQ plot lies below the diagonal, the risk-neutral density underestimates the amount of realizations in that quantile.

The results for the 1-month forecasting horizon reveal a strikingly uniform bias pattern across the methods. For EURUSD, all methods provide a fairly accurate fit of the statistical density. Concerning the GBPUSD forecasts from the Malz approach, the lower tail is biased, suggesting that more realizations occur in the lower tail than predicted. This bias, albeit smaller, is still present when forecasts are produced from the vanna-volga and the KFVV method. For USDJPY, we observe an S-shaped pattern that looks very similar for all methods. This finding suggests that the option-implied tail densities are too thick. A similar conclusion applies for EURGBP, except for the KFVV: In contrast to the simple methods, we find an almost perfect fit in the upper tail.

We present QQ plots for the 3-month forecasting horizon in Figure 2. Comparing them with the plots from Figure 1, we immediately find that the difference between the statistical and the risk-neutral density is more pronounced at the 3-month horizon. For EURUSD, too many observations populate the lower tail density relative to what is implied in option prices. In contrast, the upper tail of the risk-neutral density is too thick. These findings apply irrespective of the chosen forecasting method, though arguably, the lower tail bias is smaller for the vanna-volga and KFVV methods. For GBPUSD, we find similar results. In particular, all methods share a significant lower tail bias. For USDJPY, the S-shaped patterns observed at 1-month horizon prevail. Considerable biases in the lower tail are also observed for EURGBP. Concerning the upper tail, the forecasts from the vanna-volga method are fairly accurate, while the other two methods both fail to predict enough realizations.

Overall, we confirm the results in Christoffersen and Mazzotta (2005) in that we observe substantial deviations from the 45° line. Since similar biases are found for all methods, we conjecture that the statistical and risk-neutral densities in foreign exchange markets differ. To confirm this notion, we proceed with a formal test.
3.2 A Formal Test of Currency Density Forecasts

We exploit the fact that under the null hypothesis of unbiased density forecasts, the moments of the normal transform variable $Z_{t,\tau}$ are given by

$$E[Z_{t,\tau}] = 0 \quad E[Z_{t,\tau}^2] = 1 \quad E[Z_{t,\tau}^3] = 0 \quad E[Z_{t,\tau}^4] = 3.$$  

Since on each day, we produce density forecasts with either a 1- or 3-month horizon, $Z_{t,\tau}$ is serially correlated. To cope with this problem, we make use of the generalized method of moments (GMM) proposed by Hansen (1982). Specifically, we set up the
sample moment conditions

\[
g(\beta) = \frac{1}{T} \sum_{t=1}^{T} \begin{bmatrix} Z_{t,\tau} - \beta_1 \\ Z_{t,\tau}^2 - 1 - \beta_2 \\ Z_{t,\tau}^3 - \beta_3 \\ Z_{t,\tau}^4 - 3 - \beta_4 \end{bmatrix} = 0_{4 \times 1}. \tag{22}
\]

Under the null hypothesis of unbiased density forecasts, \( \beta_0 = (\beta_1...\beta_4)' = 0 \) and therefore

\[
\sqrt{T}(\hat{\beta} - \beta_0) \xrightarrow{d} N(0, V). \tag{23}
\]

We set \( V \) equal to the spectral density matrix of Newey and West (1987). To perform t-tests on \( \beta_i \), we select the diagonal elements in \( V \). To perform a joint-test on \( \beta_0 \), we compute a Wald-statistic, where under the null hypothesis it holds that

\[
g(\beta)' \left( \frac{\hat{V}}{T} \right)^{-1} g(\beta) \xrightarrow{d} \chi^2_4. \tag{24}
\]

In Table 1, we present the results for the 1-month forecasting horizon. For EURUSD and GBPUSD, we do not reject the null hypothesis that option-implied density forecasts provide an unbiased estimate of the statistical return distribution. This finding holds for all methods, and both when we look at the individual moment parameters and a joint-test on all of them. The only significant parameter is the mean for the KFVV methodology, and only on a 10% confidence level. For USDJPY, our findings are different. The kurtosis parameter is significantly negative on the 5% and 10% level for the Malz and vanna-volga method, which indicates that risk-neutral densities have too much probability mass in the tails. Furthermore, the Wald-statistics of 63.32 and 85.54 strongly indicate rejection of the null hypothesis. While the kurtosis parameter is not rejected for the KFVV, its Wald-statistic of 17.67 still suggests rejection of the null hypothesis on the 1% confidence level. For EURGBP, we reject the option-implied density forecasts from the Malz and vanna-volga method both on the basis of the kurtosis parameter and the Wald-statistic. The Wald-statistic for the KFVV is significant only on the 10% level. This apparent difference is consistent with our findings from Figure 1, where the upper tail of the density function exhibits no bias when the KFVV methodology is used.

Results for the 3-month forecasting horizon are presented in Table 2. Despite the evidence of more pronounced biases from Figure 2, hardly any of the individual moment parameters are significantly different from zero. The reason for this finding is that
<table>
<thead>
<tr>
<th></th>
<th>EURUSD</th>
<th>GBPUSD</th>
<th>USDJPY</th>
<th>EURGBP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta$</td>
<td>t-stat</td>
<td>$\beta$</td>
<td>t-stat</td>
</tr>
<tr>
<td><strong>Malz</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.163</td>
<td>1.584</td>
<td>0.109</td>
<td>1.018</td>
</tr>
<tr>
<td>Variance</td>
<td>0.018</td>
<td>0.151</td>
<td>0.135</td>
<td>0.804</td>
</tr>
<tr>
<td>Skew</td>
<td>0.298</td>
<td>0.874</td>
<td>0.048</td>
<td>0.085</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.017</td>
<td>0.025</td>
<td>1.926</td>
<td>1.197</td>
</tr>
<tr>
<td>Wald-test</td>
<td>3.77</td>
<td>5.91</td>
<td>63.32***</td>
<td>24.01***</td>
</tr>
<tr>
<td><strong>VV</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.162</td>
<td>1.564</td>
<td>0.105</td>
<td>0.991</td>
</tr>
<tr>
<td>Variance</td>
<td>0.023</td>
<td>0.199</td>
<td>0.101</td>
<td>0.704</td>
</tr>
<tr>
<td>Skew</td>
<td>0.308</td>
<td>0.977</td>
<td>0.097</td>
<td>0.226</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>-0.210</td>
<td>-0.362</td>
<td>0.763</td>
<td>0.777</td>
</tr>
<tr>
<td>Wald-test</td>
<td>6.22</td>
<td>3.06</td>
<td>85.54***</td>
<td>31.36***</td>
</tr>
<tr>
<td><strong>KFVV</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.170</td>
<td>1.659*</td>
<td>0.125</td>
<td>1.186</td>
</tr>
<tr>
<td>Variance</td>
<td>0.013</td>
<td>0.117</td>
<td>0.107</td>
<td>0.722</td>
</tr>
<tr>
<td>Skew</td>
<td>0.290</td>
<td>0.919</td>
<td>0.074</td>
<td>0.163</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>-0.222</td>
<td>-0.374</td>
<td>0.927</td>
<td>0.872</td>
</tr>
<tr>
<td>Wald-test</td>
<td>6.40</td>
<td>5.01</td>
<td>17.67***</td>
<td>10.77*</td>
</tr>
</tbody>
</table>

**Table 1: Tests of the Quality of 1-month Density Forecasts**

For each method and currency pair, the table presents the estimated moment parameters and their t-statistics. In case of the Malz and vanna-volga method, forecasts have been produced on the basis of 25-delta options. The rejection of the null hypothesis is indicated with *, ** and *** for the 10%, 5% and 1% significance level. For each panel, the last row shows the Wald-statistic for a joint-test on all parameters.

Robust inference for the 3-month horizon requires the augmentation of the spectral density matrix with more lags, which generally reduces the power of the tests. We therefore focus on the Wald tests. For EURUSD, the Wald-statistic indicates rejection of the null hypothesis for the vanna-volga and the KFVV method on a 5% and 1% confidence level. The Malz approach has a Wald-statistic that is significant on the 10% level. For GBPUSD, USDJPY and EURGBP, the 3-month option-implied density forecasts are all rejected on the 1% confidence level, irrespective of the chosen method. The rejection of the USDJPY risk-neutral density forecasts appears to be rooted in a kurtosis mismatch, in particular for the Malz approach. For EURGBP, the skew parameter is positive on a 10% confidence level for all methods. A positive parameter suggests that the risk-neutral densities predict too many observations in the lower tail, which is what we also observe from the QQ plots. In sum, the findings strongly suggest that the 3-month risk-neutral densities provide a biased estimate of the physical return distribution.
Table 2: Tests of the Quality of 3-month Density Forecasts

For each method and currency pair, the table presents the estimated moment parameters and their t-statistics. In case of the Malz and vanna-volga method, forecasts have been produced on the basis of 25-delta options. The rejection of the null hypothesis is indicated with *, ** and *** for the 10%, 5% and 1% significance level. For each panel, the last row shows the Wald-statistic for a joint-test on all parameters.

<table>
<thead>
<tr>
<th></th>
<th>EURUSD</th>
<th>GBPUSD</th>
<th>USDJPY</th>
<th>EURGBP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Malz</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.230</td>
<td>0.086</td>
<td>0.154</td>
<td>0.208</td>
</tr>
<tr>
<td>Variance</td>
<td>0.117</td>
<td>0.206</td>
<td>-0.047</td>
<td>-0.110</td>
</tr>
<tr>
<td>Skew</td>
<td>-0.230</td>
<td>-1.247</td>
<td>0.337</td>
<td>1.093</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>1.702</td>
<td>3.969</td>
<td>-1.032</td>
<td>-1.979</td>
</tr>
<tr>
<td>Wald-test</td>
<td>10.95*</td>
<td>17.17***</td>
<td>48.51***</td>
<td>161.91***</td>
</tr>
<tr>
<td><strong>VV</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.235</td>
<td>0.092</td>
<td>0.113</td>
<td>0.204</td>
</tr>
<tr>
<td>Variance</td>
<td>0.096</td>
<td>0.145</td>
<td>0.037</td>
<td>-0.117</td>
</tr>
<tr>
<td>Skew</td>
<td>-0.017</td>
<td>-0.803</td>
<td>0.072</td>
<td>0.918</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.713</td>
<td>1.826</td>
<td>-0.694</td>
<td>-0.536</td>
</tr>
<tr>
<td>Wald-test</td>
<td>11.75**</td>
<td>19.58***</td>
<td>28.16***</td>
<td>169.70***</td>
</tr>
<tr>
<td><strong>KFVV</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.240</td>
<td>0.107</td>
<td>0.160</td>
<td>0.236</td>
</tr>
<tr>
<td>Variance</td>
<td>0.086</td>
<td>0.165</td>
<td>-0.006</td>
<td>0.040</td>
</tr>
<tr>
<td>Skew</td>
<td>-0.082</td>
<td>-0.868</td>
<td>0.224</td>
<td>1.574</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.651</td>
<td>2.102</td>
<td>-0.706</td>
<td>1.804</td>
</tr>
<tr>
<td>Wald-test</td>
<td>17.80***</td>
<td>23.57***</td>
<td>15.59***</td>
<td>135.64***</td>
</tr>
</tbody>
</table>

3.3 Robustness Check Using Deep OTM Options

The Malz and vanna-volga forecasts need not be constructed on the basis of 25-delta options. Any set of pivot options works, though it is sensible to maintain symmetry, i.e. to select a call and put option with the same moneyness. Since we have 5-delta and 10-delta options available, we combine them with the delta-neutral quote to produce alternative density forecasts. Presumably, these forecasts convey different information on the tails of the physical return density and therefore alter some of the biases observed in Figure 1 and Figure 2. Figure 3 presents the results for the 1-month horizon. Since the KFVV method incorporates all option quotes in the first place, we refrain from displaying its results again.

A comparison of Figure 3 with Figure 1 suggests that there is little difference between the density forecasts constructed from the 25-delta and the deep OTM options: Fairly unbiased forecasts are obtained for EURUSD. For GBPUSD, forecasts from the Malz approach still exhibit a lower tail bias, which is somewhat smaller when the
Figure 3: Alternative QQ Plots for the 1-month Horizon

The figure reveals QQ plots for the 1-month forecasting horizon for the Malz and vanna-volga method. Forecasts have been constructed from 10-delta and 5-delta options. The horizontal and vertical axes refer to the realized and forecast quantile respectively. The data covers the period from January 2004 to August 2009.

vanna-volga method is used. For USDJPY and EURGBP, the S-shaped patterns, i.e. the overestimation of tail events, prevail. On the basis of Figure 3, we dismiss the notion that at the 1-month forecasting horizon, deep OTM options convey different information on the tails of the physical return distribution.

Figure 4 presents the corresponding results for the 3-month horizon. Again, we observe that the methods produce similar biases as previously for the 25-delta options. For example, the EURUSD and GBPUSD lower tail density is still biased for both methods, although the bias is larger when the Malz approach is used. For USDJPY, the S-shaped patterns mostly prevail, except for the 5-delta forecast from the Malz approach, which provides a surprisingly good fit of the upper tail density. For EURGBP,
Figure 4: Alternative QQ Plots for the 3-month Horizon

The figure reveals QQ plots for the 3-month forecasting horizon for the Malz and vanna-volga method. Forecasts have been constructed from 10-delta and 5-delta options. The horizontal and vertical axes refer to the realized and forecast quantile respectively. The data covers the period from January 2004 to August 2009.

the two methods overestimate the likelihood of a lower tail event, while they reveal slightly different biases in the upper tail. This holds equivalently for the forecasts constructed from 10-delta and 5-delta options.

Table 3 presents results from a formal test. For brevity, we report only the results from a joint-test on all moment parameters. The upper panel refers to the 1-month forecasting horizon. It confirms our findings from Table 1: The accuracy of density forecasts is not rejected for EURUSD and GBPUSD, while it is strongly rejected for USDJPY and EURGBP. For the EURUSD forecasts at the 3-month horizon, the Wald-statistics consistently indicate rejection of the null hypothesis on the 5% level. For GBPUSD, USDJPY and EURGBP, the null hypothesis of unbiased forecasts is rejected
Table 3: Wald Tests for the Alternative Density Forecasts

For the 1-month and 3-month forecasting horizon, the table presents statistics from a Wald test on the estimated moment parameters and their t-statistics. The rejection of the null hypothesis is indicated with *, ** and *** for the 10%, 5% and 1% significance level.

<table>
<thead>
<tr>
<th></th>
<th>EURUSD</th>
<th>GBPUSD</th>
<th>USDJPY</th>
<th>EURGBP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1-month Forecast</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10D Malz</td>
<td>4.26</td>
<td>5.01</td>
<td>113.00***</td>
<td>38.34***</td>
</tr>
<tr>
<td>5D Malz</td>
<td>5.95</td>
<td>4.47</td>
<td>141.25***</td>
<td>57.04***</td>
</tr>
<tr>
<td>10D VV</td>
<td>6.28</td>
<td>3.08</td>
<td>79.87***</td>
<td>29.24***</td>
</tr>
<tr>
<td>5D VV</td>
<td>5.55</td>
<td>3.53</td>
<td>60.55***</td>
<td>26.57***</td>
</tr>
<tr>
<td><strong>3-month Forecast</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10D Malz</td>
<td>12.24**</td>
<td>18.66***</td>
<td>97.04***</td>
<td>191.01***</td>
</tr>
<tr>
<td>5D Malz</td>
<td>13.70**</td>
<td>20.41***</td>
<td>1.21</td>
<td>223.11***</td>
</tr>
<tr>
<td>10D VV</td>
<td>11.76**</td>
<td>19.39***</td>
<td>25.62***</td>
<td>169.91***</td>
</tr>
<tr>
<td>5D VV</td>
<td>11.35**</td>
<td>19.35***</td>
<td>19.35***</td>
<td>176.15***</td>
</tr>
</tbody>
</table>

Table 3: Wald Tests for the Alternative Density Forecasts

The one big exception to this finding are the density forecasts that result when the Malz approach is combined with the 5-delta options. The Wald-statistic reported in Table 3 is consistent with the accurate upper tail modelling of Figure 4, though it is not with the overestimation of realizations in the lower tail. Apart from this outlier, the results confirm the conjecture that the quality of density forecasts does not depend on the moneyness of the options employed in the forecasting process.

4 Forecasting Performance and Risk Factors

The previous section provides strong evidence that the risk-neutral currency return density is a biased estimator of the statistical distribution. In this section, we examine whether there is a systematic link between the biases in density forecasts and risk factors that in the equities literature have been identified to command a premium. Two factors are of particular interest: Lamoureux and Lastrapes (1993) conjecture that variance risk is priced. More recently, Bakshi and Kapadia (2003) and Carr and Wu (2009) report the presence of variance risk premiums in equity index and individual stock options. On the other hand, Jackwerth (2000) and Pan (2002), inter alia, find that for equities, jump risk is priced too.

4.1 Variance Risk Factor

We quantify forecasting biases by means of the normalized moments of the normal transform variable $Z_{t,\tau}$. Intuitively, the more the normalized moments differ from zero,
the worse the forecasting accuracy. Concerning variance risk, a good proxy is given by the prices for variance swap rates, since variance swaps are equivalent to model-free risk-neutral expectations of future variance.\footnote{See Carr and Madan (1998) and Demeterfi, Derman, Kamal and Zou (1999).}

In their analysis of the conditional forecasting quality, Christoffersen and Mazzotta (2005) extend the framework in (22) and add (powers of) Black-Scholes implied volatilities as conditioning variables. Due to the non-stationary nature of variance swap rates, we fear that this approach leads to spurious results. For this reason, we consider first differences and interpret the results in terms of the impact a shock to the variance risk factor has on the various dimensions of forecasting accuracy. Formally, we define a vector of normalized moments $z_t = (Z_{t,\tau}, Z_{t,\tau}^2 - 1, Z_{t,\tau}^3, Z_{t,\tau}^4 - 3)'$. Furthermore, denote with $RNV_{t,\tau}$ the variance swap rate observed at time $t$ with expiry at $t + \tau$, and set the regressor $f_t = RNV_{t,\tau}$. We estimate the equation

$$\Delta z_t = \beta \Delta f_t + \epsilon_t,$$

by means of GMM. More precisely, we set up moment conditions

$$g_t(\beta) = E(\Delta f_t \otimes \epsilon_t) = E(\Delta f_t \otimes (\Delta z_t - \beta \Delta f_t)) = 0_{4 \times 1}.$$

As previously for the unconditional setting, individual parameters are tested using (23), where $V$ is replaced with $V^*$

$$V^* = (D_0^{-1} V_0^{-1} D_0)^{-1}, \quad D_0 = \frac{1}{T} \sum_{t=1}^{T} (\Delta f_t \Delta f_t') \otimes I_4.$$

$I_4$ refers to the $4 \times 4$ identity matrix.

Since quotes on variance swaps are not available to us, we follow Carr and Wu (2009) and synthesize variance swap rates from a continuum of option prices in the strike domain. To obtain option prices in the first place, we interpolate the 25-delta quotes on a $\pm 6$ standard deviations range around the current forward price using the Malz (1997) approach. In light of the subsequent jump risk analysis, we normalize variance swap rates to one.

Table 4 presents the results for the 1-month forecasting horizon. For brevity, we focus on the forecasting biases implied by the KFVV methodology. For EURUSD, a positive shock to the variance risk factor significantly reduces the variance parameter of the normalized transform variable. To interpret this causality, suppose the risk-neutral density forecast is unbiased, i.e. the normalized variance parameter is equal to zero. After the increase in variance, the variance parameter is negative, meaning that in a
Table 4: Variance Risk Factor and Forecasting Quality at the 1-month Horizon

For each currency pair, the table shows parameter estimates and t-statistics from a regression of differences in the normalized moments of the normal transform variable $Z_{t,τ}$ on changes in variance swap rates. The moments of $Z_{t,τ}$ are obtained from KFVV density forecasts. Variance swap rates are constructed on the basis of the Malz approach in conjunction with 25-delta options. Significance of parameters is indicated with *, ** and *** for the 10%, 5% and 1% confidence level.

<table>
<thead>
<tr>
<th>Variance Factor</th>
<th>EURUSD $\beta$</th>
<th>t-stat</th>
<th>GBPUSD $\beta$</th>
<th>t-stat</th>
<th>USDJPY $\beta$</th>
<th>t-stat</th>
<th>EURGBP $\beta$</th>
<th>t-stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.036</td>
<td>0.355</td>
<td>0.278</td>
<td>4.723***</td>
<td>0.253</td>
<td>3.830***</td>
<td>-0.328</td>
<td>-6.176***</td>
</tr>
<tr>
<td>Variance</td>
<td>-0.342</td>
<td>-2.392***</td>
<td>-0.595</td>
<td>-1.941*</td>
<td>-0.161</td>
<td>-2.785***</td>
<td>-0.710</td>
<td>-2.705***</td>
</tr>
<tr>
<td>Skew</td>
<td>0.238</td>
<td>0.606</td>
<td>1.612</td>
<td>1.785*</td>
<td>0.420</td>
<td>2.376**</td>
<td>-2.058</td>
<td>-2.912***</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>-2.174</td>
<td>-2.017**</td>
<td>-4.657</td>
<td>-1.861*</td>
<td>-0.417</td>
<td>-1.801*</td>
<td>-5.280</td>
<td>-2.550***</td>
</tr>
</tbody>
</table>

QQ plot, we observe a transition from the diagonal to a line with slope below 45°. In terms of a distribution function, this implies that market participants expect too much volatility in the statistical return distribution. This form of overshooting is observed for all currency pairs and is highly significant for USDJPY and EURGBP. A similar finding applies for the kurtosis parameter: A positive shock to the variance risk factor decreases the kurtosis parameter, which indicates that option-implied densities predict too many observations in the tails. Clearly, this behavior is consistent with risk-averse investors.

The mean parameter is not significant for EURUSD, but is highly significant for all other currency pairs. For GBPUSD and USDJPY, a positive shock to the variance factor shifts the diagonal in a QQ plot to the left. The implication is that relative to the statistical distribution, the risk-neutral density is shifted too much to the left. For EURGBP, the opposite holds true. The skew parameter is significant for GBPUSD, USDJPY and EURGBP with increasing confidence. The positive sign for GBPUSD and USDJPY indicates that after a shock to the variance factor, the risk-neutral density exhibits skew that is too negative compared to the statistical distribution. In contrast, it holds for EURGBP that after a variance shock, market participants tend to expect too many observations in the upper tail. The sign on both the mean and skew parameter suggest that for EURUSD, GBPUSD and USDJPY, investors perceive the downside as the bad state of the economy, just as is the case for equities. This interpretation is significant for GBPUSD and highly significant for USDJPY. For EURGBP, the opposite holds true.

Table 5 presents the corresponding results for the 3-month horizon. For each cur-
<table>
<thead>
<tr>
<th>Variance Factor</th>
<th>EURUSD</th>
<th>GBPUSD</th>
<th>USDJPY</th>
<th>EURGBP</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta )</td>
<td>t-stat</td>
<td>( \beta )</td>
<td>t-stat</td>
<td>( \beta )</td>
</tr>
<tr>
<td>Mean</td>
<td>0.024</td>
<td>0.362</td>
<td>0.315</td>
<td>5.127***</td>
</tr>
<tr>
<td>Variance</td>
<td>-0.062</td>
<td>-0.626</td>
<td>-0.603</td>
<td>-1.543</td>
</tr>
<tr>
<td>Skew</td>
<td>0.172</td>
<td>0.720</td>
<td>2.124</td>
<td>2.183**</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>-0.910</td>
<td>-1.005</td>
<td>-5.013</td>
<td>-1.679*</td>
</tr>
</tbody>
</table>

Table 5: Variance Risk Factor and Forecasting Quality at the 3-month Horizon

For each currency pair, the table shows parameter estimates and t-statistics from a regression of differences in the normalized moments of the normal transform variable \( Z_{t,\tau} \) on changes in variance swap rates. The moments of \( Z_{t,\tau} \) are obtained from KFVV density forecasts. Variance swap rates are constructed on the basis of the Malz approach in conjunction with 25-delta options. Significance of parameters is indicated with *, ** and *** for the 10%, 5% and 1% confidence level.

For each currency pair, none of the parameters has changed sign, so the interpretations for the 1-month horizon still apply. In general, we observe that the parameters are somewhat less significant than before, which we again attribute to the use of robust standard errors. Taken together with the results from Table 4, Table 5 suggests that the variance risk factor strongly impacts the forecasting accuracy. More precisely, the quality of option-implied density forecasts is affected on several accounts, including the mean, variance, skew and kurtosis of the hypothesized density.

### 4.2 Jump Risk Factor

Similarly to variance risk, fear of jumps may too have a distorting effect on forecasting accuracy. To test this hypothesis, suitable jump surrogates are needed. Bakshi and Kapadia (2003) propose to use risk-neutral skew and kurtosis. The rational behind this choice is that skew proxies for the mean jump size, whereas kurtosis is a surrogate for jump intensity.

In analyzing the impact of jump risk on the quality of density forecasts, we adhere to the econometric setting proposed in (25) to (27). Specifically, we augment the regressor \( f_t \) with a proxy for the risk-neutral skew \( \theta_{t,\tau} \) and kurtosis \( \kappa_{t,\tau} \), i.e. \( f_t = (RNV_{t,\tau}, \theta_{t,\tau}, \kappa_{t,\tau})' \). As a result, (26) comprises 12 moment conditions.

We construct the model-free jump risk metrics in analogy to the variance risk factor: First, we interpolate 25-delta option prices using the Malz (1997) approach. Second, we compute prices for so-called volatility, cubic and quartic contracts. Finally, we obtain the risk-neutral skew and kurtosis. For details, we refer to Bakshi, Kapadia and Madan (2003).
Table 6: Jump Risk Factors and Forecasting Quality at the 1-month Horizon

For each currency pair, the table shows parameter estimates and t-statistics from a regression of differences in the normalized moments of the normal transform variable $Z_{t,\tau}$ on changes in variance swap rates, risk-neutral skew and risk-neutral kurtosis. The moments of $Z_{t,\tau}$ are obtained from KFVV density forecasts. Variance swap rates and risk-neutral higher-order moments are constructed on the basis of the Malz approach in conjunction with 25-delta options. Significance of parameters is indicated with *, ** and *** for the 10%, 5% and 1% confidence level.

Table 6 reveals the results for the 1-month horizon, where again we focus on density forecasts from the KFVV method. Despite the presence of jump risk factors, the impact of the variance risk factor is almost unchanged. In particular, the estimates on the moment parameters have the same sign and a similar magnitude as before. Concerning the jump size proxy, similar results are obtained for all currency pairs. The parameters on the first and third moment of the normal transform variable are significantly negative. In contrast, there is only weak evidence that the jump size factor impacts the variance and kurtosis of the bias measure. The parameter estimates suggest that a positive shock to the jump size proxy leads to a right shift of the risk-neutral density that is not matched by the statistical distribution. As a result, the likelihood of predicting too few observations up to a given quantile is increased. Similar findings apply to the skew moment parameter: When the jump size factor increases, there is a tendency to overestimate the upper tail density. Given that we approximate the mean jump size by risk-neutral skewness, this result is to be expected.

The jump intensity surrogate has a significant impact on the mean and skew parameter for EURUSD, GBPUSD and USDJPY, but otherwise does not affect forecasting...
quality. In particular, we find little evidence that EURGBP density forecasts are affected by jump intensity. From those parameter estimates that are significant, we infer that the intensity factor works in the opposite direction of the variance risk factor. An estimated increase in the number of jumps results in a negative mean shift of the normal transform variable. This implies that in tendency, spot realizations come lower than predicted. Furthermore, from the estimates on the skew moment parameter, we conclude that after a shock to the jump intensity risk factor, the upper tail density tends to be too thick.

<table>
<thead>
<tr>
<th></th>
<th>EURUSD</th>
<th>GBPUSD</th>
<th>USDJPY</th>
<th>EURGBP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Variance Factor</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.106</td>
<td>0.352</td>
<td>0.401</td>
<td>-0.216</td>
</tr>
<tr>
<td></td>
<td>1.712*</td>
<td>3.937***</td>
<td>4.182***</td>
<td>-4.361***</td>
</tr>
<tr>
<td>Variance</td>
<td>0.006</td>
<td>-0.556</td>
<td>-0.161</td>
<td>-0.091</td>
</tr>
<tr>
<td></td>
<td>0.065</td>
<td>-1.590</td>
<td>-1.116</td>
<td>-1.947*</td>
</tr>
<tr>
<td>Skew</td>
<td>0.427</td>
<td>2.117</td>
<td>0.989</td>
<td>-2.741</td>
</tr>
<tr>
<td></td>
<td>1.303</td>
<td>2.186**</td>
<td>3.677***</td>
<td>-1.762*</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>-0.865</td>
<td>-4.606</td>
<td>-0.530</td>
<td>-10.71</td>
</tr>
<tr>
<td></td>
<td>-0.831</td>
<td>-1.814*</td>
<td>-0.914</td>
<td>-1.656*</td>
</tr>
<tr>
<td><strong>Skew Factor</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-2.248</td>
<td>-2.233</td>
<td>-2.072</td>
<td>-0.942</td>
</tr>
<tr>
<td></td>
<td>-5.363***</td>
<td>-5.204***</td>
<td>-5.102***</td>
<td>-2.186**</td>
</tr>
<tr>
<td>Variance</td>
<td>-1.214</td>
<td>-2.846</td>
<td>-2.346</td>
<td>0.299</td>
</tr>
<tr>
<td></td>
<td>-1.476</td>
<td>-2.805***</td>
<td>-2.850***</td>
<td>0.301</td>
</tr>
<tr>
<td>Skew</td>
<td>-6.389</td>
<td>-1.018</td>
<td>-4.850</td>
<td>1.728</td>
</tr>
<tr>
<td></td>
<td>-4.768***</td>
<td>-0.267</td>
<td>-3.142***</td>
<td>0.501</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.804</td>
<td>-21.87</td>
<td>-6.682</td>
<td>11.638</td>
</tr>
<tr>
<td></td>
<td>0.135</td>
<td>-1.913*</td>
<td>-2.118**</td>
<td>1.048</td>
</tr>
<tr>
<td><strong>Kurtosis Factor</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>-0.365</td>
<td>-0.486</td>
<td>-0.508</td>
<td>-0.003</td>
</tr>
<tr>
<td></td>
<td>-3.021***</td>
<td>-4.559***</td>
<td>-4.769***</td>
<td>0.051</td>
</tr>
<tr>
<td>Variance</td>
<td>-0.083</td>
<td>-0.621</td>
<td>-0.547</td>
<td>-0.258</td>
</tr>
<tr>
<td></td>
<td>-0.501</td>
<td>-2.708***</td>
<td>-2.755***</td>
<td>1.474</td>
</tr>
<tr>
<td>Skew</td>
<td>-0.929</td>
<td>-0.300</td>
<td>-1.196</td>
<td>-0.771</td>
</tr>
<tr>
<td></td>
<td>-3.159***</td>
<td>-0.363</td>
<td>-3.253***</td>
<td>1.392</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>0.471</td>
<td>-4.620</td>
<td>-1.541</td>
<td>2.645</td>
</tr>
<tr>
<td></td>
<td>0.502</td>
<td>-2.061**</td>
<td>-2.014**</td>
<td>1.632</td>
</tr>
</tbody>
</table>

**Table 7: Jump Risk Factors and Forecasting Quality at the 3-month Horizon**

For each currency pair, the table shows parameter estimates and t-statistics from a regression of differences in the normalized moments of the normal transform variable $Z_{t,\tau}$ on changes in variance swap rates, risk-neutral skew and risk-neutral kurtosis. The moments of $Z_{t,\tau}$ are obtained from KFVV density forecasts. Variance swap rates and risk-neutral higher-order moments are constructed on the basis of the Malz approach in conjunction with 25-delta options. Significance of parameters is indicated with *, ** and *** for the 10%, 5% and 1% confidence level.

In Table 7, we present the results for the 3-month forecasting horizon. In essence, they confirm what we have observed before. The variance risk factor retains its mostly significant role in the presence of the jump risk surrogates. For EURUSD and USDJPY, the jump size factor plays a similar role as for the 1-month horizon. For GBPUSD, the parameter estimate on the third moment of the normal transform variable is no longer significant. In contrast, we observe a significant negative relationship for the variance parameter. Therefore, a positive shock to the jump size factor leads to an overestimation of the volatility of the statistical return distribution. Concerning the
jump intensity risk factor, similar results as for the 1-month horizon are obtained for EURUSD and EURGBP. For GBPUSD and USDJPY, jump intensity has a more complex impact on forecasting accuracy. In particular, we find a significant negative relationship for the variance and kurtosis parameter of the normal transform variable. Therefore, both at the 1-month and 3-month horizon, we conjecture that fear of jump risk affects the quality of density forecasts.

5 Conclusion

In this paper, we have examined the biases in density forecasts implied in currency options. To ensure that our evidence is robust, we have constructed density forecasts from three alternative interpolation methods: Apart from the well-established Malz and vanna-volga method, we proposed to enhance the latter by applying a Kalman filter. This approach dynamically updates the information content of all currency options available in the strike domain. Our results suggest that option-implied densities provide biased estimates of the statistical return distribution. This finding is persistent for all methods, and it also holds when we select alternative information sets comprised of deep OTM options. Furthermore, we observe that the biases become more pronounced for a longer forecasting horizon.

To further investigate the nature of the biases, we have established a relationship between our measure of forecasting accuracy and commonly priced risk factors in currency markets. We have found that for all currency pairs, at least some moments of the bias measure are significantly affected by surrogates for variance and jump risk. Furthermore, the variance risk factor retains a dominant role in the presence of jump risk proxies. Our results support the interpretation that risk aversion determines the difference between the risk-neutral and statistical return distributions in currency markets.
6 Appendix

A Quotation Convention Adapted Version of the Malz Interpolation Method

Given a set of option quotes $\sigma^{DP}$, $\sigma^{DN}$ and $\sigma^{DC}$, we retrieve strike prices and compute spot deltas $\Delta_P$, $\Delta_{DN}$ and $\Delta_C$ that are consistent with a currency pair’s premium convention. For details, see Reiswich and Wystup (2010).

Define the vector $B = (\sigma^{DN}, \sigma^{RR}(\Delta - \Delta_{DN}), \sigma^{BF}(\Delta - \Delta_{DN})^2)'$, where the risk reversal and butterfly are constructed as in (4). Next, we set up the matrix

$$
A = \begin{pmatrix}
\sigma^{DN} & 0 & 0 \\
0 & \sigma^{RR}(\Delta_C - \Delta_P) & \sigma^{BF}((\Delta_C - \Delta_{DN})^2 - (\Delta_P - \Delta_{DN})^2) \\
0 & 0.5\sigma^{RR}(\Delta_C + \Delta_P - 2\Delta_{DN}) & 0.5\sigma^{BF}((\Delta_C - \Delta_{DN})^2 + (\Delta_P - \Delta_{DN})^2)
\end{pmatrix}
$$

(A.1)

The rows of matrix $A$ reflect the right hand side of (5) for the delta-neutral quote, the risk reversal and the butterfly. Set $\sigma^{pv} = (\sigma^{DN}, \sigma^{RR}, \sigma^{BF})'$ and define a vector of parameters $b = (b_0, b_1, b_2)'$. Since the convention-adapted version of (5) must hold for any quote in delta space, the parameters follow from

$$
b = A^{-1}\sigma^{pv}.
$$

(A.2)

The convention-adapted version of (5) is given by

$$
\sigma^\Delta = B'b.
$$

(A.3)

To transform an array of volatilities $\sigma^\Delta$ into an array of option prices $c(X, \tau)$, we insert the convention-adapted Garman and Kohlhagen (1983) formula for $\Delta$ into (A.3). Given an array of exercise prices $X$, we numerically solve for $\sigma^X$. Again applying the Garman and Kohlhagen formula, we finally obtain $c(X, \tau)$. 
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B The Vanna-Volga Method

Given a set of option quotes $\sigma^{DP}$, $\sigma^{DN}$ and $\sigma^{DC}$, we compute strike prices along the lines of Reiswich and Wystup (2010). Next, we compute volatility greeks and assemble the vector $y$ and matrix $A$,

$$y = \begin{pmatrix} \frac{\partial c(X, \tau, S_t, \sigma^X)}{\partial \sigma_t} \\ \frac{\partial^2 c(X, \tau, S_t, \sigma^X)}{\partial S_t \partial \sigma_t} \\ \frac{\partial^2 c(X, \tau, S_t, \sigma^X)}{\partial \sigma_t^2} \end{pmatrix},$$

(B.1)

and

$$A = \begin{pmatrix} \frac{\partial c(X_{DP}, \tau, S_t, \sigma^{X_{DP}})}{\partial \sigma_t} & \frac{\partial c(X_{DN}, \tau, S_t, \sigma^{X_{DN}})}{\partial \sigma_t} & \frac{\partial c(X_{DC}, \tau, S_t, \sigma^{X_{DC}})}{\partial \sigma_t} \\ \frac{\partial^2 c(X_{DP}, \tau, S_t, \sigma^{X_{DP}})}{\partial S_t \partial \sigma_t} & \frac{\partial^2 c(X_{DN}, \tau, S_t, \sigma^{X_{DN}})}{\partial S_t \partial \sigma_t} & \frac{\partial^2 c(X_{DC}, \tau, S_t, \sigma^{X_{DC}})}{\partial S_t \partial \sigma_t} \\ \frac{\partial^2 c(X_{DP}, \tau, S_t, \sigma^{X_{DP}})}{\partial \sigma_t^2} & \frac{\partial^2 c(X_{DN}, \tau, S_t, \sigma^{X_{DN}})}{\partial \sigma_t^2} & \frac{\partial^2 c(X_{DC}, \tau, S_t, \sigma^{X_{DC}})}{\partial \sigma_t^2} \end{pmatrix}.$$

(B.2)

The vega and volga of an option are given by

$$\frac{\partial c(.)}{\partial \sigma_t} = e^{-\tau r} S_t \frac{e^{-d^2_t/2}}{\sqrt{2\pi}} \quad \frac{\partial^2 c(.)}{\partial \sigma_t^2} = \frac{\partial c(.)}{\partial \sigma_t} \frac{d_1}{d_2} \frac{d_2}{\sigma_t},$$

(B.3)

where $d_1 = \frac{\log(S_t/X) + (r_d - \tau f + \sigma^2_t/2)\tau}{\sigma_t \sqrt{\tau}}$ and $d_2 = d_1 - \sigma_t \sqrt{\tau}$.

The vanna depends on the premium convention. The regular (reg.) and premium-adjusted (p.a.) vanna are given by

$$\frac{\partial^2 c(.)}{\partial \sigma_t \partial S_t} = -e^{-\tau r} N'(x) \frac{d_2}{\sigma_t} \quad \frac{\partial^2 c(.)}{\partial \sigma_t \partial S_t} = \frac{\partial c(.)}{\partial \sigma_t} \frac{K}{F_t},$$

(B.4)

where $N'(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2}$ and $F_t = S_t e^{(r_d - \tau f)\tau}$.

The market excess prices used in (8) are given by

$$c^{me} = \begin{pmatrix} c(X_{DP}, \tau, S_t, \sigma^{X_{DP}}) - c(X_{DP}, \tau, S_t, \sigma^{BS}_t) \\ c(X_{DN}, \tau, S_t, \sigma^{X_{DN}}) - c(X_{DN}, \tau, S_t, \sigma^{BS}_t) \\ c(X_{DC}, \tau, S_t, \sigma^{X_{DC}}) - c(X_{DC}, \tau, S_t, \sigma^{BS}_t) \end{pmatrix}.$$

(B.5)

Inserting (B.1), (B.2) and (B.5) into (7) and (8), we numerically solve for $\sigma^X$ given an array of exercise prices $X$. A numerical procedure is required since $y$ and hence the weights $x$ depend on $\sigma^X$. To map $\sigma^X$ to $c(X, \tau)$, we apply the Garman and Kohlhagen (1983) function.
C Maximum Likelihood Estimation of the Kalman Filter

We refer to Hamilton (1994) for a detailed exposition of the Kalman filter. Under the assumption that $\xi_1$ and $\{\varepsilon_t, \omega_t\}_{t=1}^T$ are multivariate Gaussian, the conditional distribution of $c_t^{me}$ is given by

$$c_t^{me,X} | Y_t, \mathcal{I}_{t-1} \sim N(\hat{Y}_t' \tilde{\xi}_{t|t-1} + Y_t' \tilde{\alpha}, Y_t' P_{t|t-1} Y_t + R),$$

(C.1)
i.e.

$$f_{c_t^{me,X}}(c_t^{me,X} | Y_t, \mathcal{I}_{t-1}) = (2\pi)^{-\frac{T}{2}} | Y_t' P_{t|t-1} Y_t + R |^{-\frac{1}{2}} e^{-\frac{1}{2} (c_t^{me,X} - Y_t' \hat{\xi}_{t|t-1} - Y_t' \tilde{\alpha})' (Y_t' P_{t|t-1} Y_t + R)^{-1} (c_t^{me,X} - Y_t' \hat{\xi}_{t|t-1} - Y_t' \tilde{\alpha})}. 

(C.2)

The sample log likelihood function is therefore

$$\sum_{t=1}^T \log f(c_t^{me,X} | Y_t, \mathcal{I}_{t-1}) = -\frac{T}{2} \log(2\pi) -$$

$$\frac{1}{2} \sum_{t=1}^T \log | Y_t' P_{t|t-1} Y_t + R | - \frac{1}{2} \sum_{t=1}^T (c_t^{me,X} - Y_t' \hat{\xi}_{t|t-1} - Y_t' \tilde{\alpha})'$$

$$(Y_t' P_{t|t-1} Y_t + R)^{-1} (c_t^{me,X} - Y_t' \hat{\xi}_{t|t-1} - Y_t' \tilde{\alpha})'.$$

(C.3)

The parameters are found by maximizing (C.3).
References


29


Part II

Variance Risk Premiums in Foreign Exchange Markets

Abstract

Based on the theory of static replication of variance swaps we assess the sign and magnitude of variance risk premiums in foreign exchange markets. We find significantly negative risk premiums when realized variance is computed from intraday data with low frequency. As a likely consequence of microstructure effects however, the evidence is ambiguous when realized variance is based on high-frequency data. Common to all estimates, variance risk premiums are highly time-varying and inversely related to the risk-neutral expectation of future variance.

When we test whether variance risk premiums can be attributed to classic risk factors or fear of jump risk, we find that conditional premiums remain significantly negative. However, we observe a strong relationship between the size of log variance risk premiums and the VIX, the TED spread and the general shape of the implied volatility function of the corresponding currency pair. Overall, we conclude that there is a separately priced variance risk factor which commands a highly time-varying premium.
1 Introduction

The increase of traded volumes in foreign exchange derivative markets over the past decades suggests that it becomes ever more important to understand risk factors and their potential premiums in currency markets. The aim of this paper is a careful examination of the variance risk premiums in foreign exchange markets. Specifically, we investigate the sign, size and evolution of variance risk premiums by means of the model-free approach of Carr and Wu (2009). Based on the theoretical work from Carr and Madan (1998), Demeterfi, Derman, Kamal and Zou (1999) and Britten-Jones and Neuberger (2000), we synthesize zero cost variance swaps, which is equivalent to constructing risk-neutral forecasts of future variance. Using a model-free variance estimator has the advantage that we can be agnostic about the volatility process of the underlying exchange rate. More precisely, our estimator produces robust forecasts under an arbitrary volatility process and thus avoids an important source of potential error. When variance swaps are compared with a measure of ex-post realized variance, the sign and magnitude of the average variance risk premiums can be directly inferred.

To the best of our knowledge, we are the first to apply the model-free methodology proposed by Carr and Wu (2009) to study variance risk premiums in foreign exchange markets. Our analysis is based on OTC options, for which only a handful of standard quotes in the strike domain are available. For this reason, we compute variance risk premiums for different interpolation methods and settings. We also propose a novel interpolation technique that extends the information set to all option quotes in the strike domain. Finally, we contribute to the literature by carefully examining the relationship between variance risk premiums and the sampling frequency of the spot rate on which realized variance estimates are based.

A number of studies on currency markets document biases for option-implied volatility in predicting future realized volatility. Early work on the subject includes Scott (1992), who introduces the notion of a volatility risk premium, Jorion (1995) and Bates (1996a). Covrig and Low (2003), Christoffersen and Mazzotta (2005) and Charoen-wong, Jenwittayararoje and Low (2009) use OTC options to study the accuracy of implied volatility forecasts. While their evidence is ambiguous as to whether or not implied volatility is a biased predictor of future realized volatility, they agree that implied volatility subsumes the information contained in competing time-series models. Martens and Zein (2004) and Pong, Shackleton, Taylor and Xu (2004) compare implied volatility with forecasts from high-frequency historical data. They conclude that the latter provide accurate forecasts of future realized volatility. Contrary to this
body of research, we do not benchmark implied against historical volatility forecasts. Instead, our attention is devoted to a thorough analysis of the variance risk premiums in currency markets.

Variance risk premiums in equity markets are relatively well studied. For example, Coval and Shumway (2001) and Bakshi and Kapadia (2003) conduct analyses with a focus on the performance of hedged option positions. The former construct so-called zero-beta index straddles, while the latter examine returns to delta-neutral call option strategies. Both report significant negative returns and attribute these to negatively priced variance risk. Carr and Wu (2009) quantify variance risk premiums for both index options and individual stocks. Although they report some cross-sectional differences for the latter, the overall evidence is strongly indicative of negative variance risk premiums. Currency markets in contrast have so far received little attention, in spite of their very distinct nature compared to equities. Guo (1998) investigates variance risk premiums in the context of the Heston (1993) stochastic volatility model, whereas we assess them in a model-free manner. Low and Zhang (2005) adapt the approach of Bakshi and Kapadia (2003). Compared to their analysis, our approach has two distinct advantages: First, we can directly quantify the magnitude of variance risk premiums. Second, we account for the information in the cross-section of option prices, whereas their evidence rests entirely on the at-the-money quotes.

Currency markets are fundamentally different from equities in that one of the key explanations for negative variance risk premiums does not necessarily apply. The classical argument goes as follows: Since equity investors are primarily concerned with a decrease in share prices, and since negative returns tend to coincide with an increase in volatility, instruments with a positive exposure to volatility pay out in bad states of the economy. As such, risk-averse investors should be willing to pay a premium for holding such instruments. In foreign exchange, the relationship between the level of volatility and the direction of the underlying currency pair is not as clear-cut. Evidently, the so-called leverage effect first pointed out by Black (1976) is absent. More importantly, there are likewise domestic and foreign investors and firms with opposite interest in the valuation of one currency against another. As a result, a currency depreciation need not be a bad thing. Thinking in the context of the mean-variance framework, an increase in volatility is however likely to adversely affect the opportunity set of an international investor. Furthermore, it impedes the budgeting and planning process of an internationally operating firm. Provided market participants are risk-averse, this reasoning suggests that potentially negative variance risk premiums can be attributed to a separately priced variance risk factor.
In line with the economic argument, we find significantly negative variance risk premiums when realized variance is computed from intraday data with low frequencies. However, we report a considerable difference in average variance risk premiums when spot data with daily sampling frequency as opposed to high-frequency data is used. Our results suggest that the observed discrepancies are owed to microstructure effects that come into play as the sampling frequency is increased. We can further assert that variance risk premiums are highly time-varying and inversely related to the risk-neutral expectation of future variance. Finally, our results are robust to whether or not we include data covering the financial crisis of 2008.

In an attempt to better comprehend the nature of variance risk premiums, we interpret our results in the context of classic risk factors. Specifically, we regress log variance risk premiums on excess returns in the S&P 500, returns on the VIX and first differences in the TED spread. While the latter two share a significant relationship with the magnitude of log variance risk premiums, the conditional premiums remain significantly negative. We also examine whether variance risk premiums subsume fear of jump risk. Assuming that jump risk is well proxied by the prices for risk reversal and butterfly strategies, we can conclude that jump risk aversion cannot account for the observed variance risk premiums in currency markets. Overall, our results point towards an independent variance risk factor which commands a time-varying premium.

The remainder of the paper is organized as follows. Section 2 provides an outline of the general estimation methodology applied in this paper. In section 3, we present the data set and elaborate on the details of replicating variance swaps in foreign exchange markets. Section 4 provides evidence on average variance risk premiums as well as their time series characteristics. Section 5 investigates variance risk premiums during the financial crisis of 2008. In section 6, we assess the variance risk premiums within the framework of classical factor models. Section 7 concludes.

2 Static Hedging and Model-Free Variance Forecasting

Throughout this paper, we work with the risk-neutral variance forecast developed in Carr and Madan (1998), Demeterfi et al. (1999) and Britten-Jones and Neuberger (2000). We follow the common foreign exchange quotation convention and assume that the evolution of a currency pair under the risk-neutral measure $\mathbb{Q}$ is governed by
a stochastic differential equation (SDE) of the form

\[ dS(t) = (r_d - r_f)S(t)dt + \sigma(t)S(t)dB(t), \]  

(1)

where \( S(t) \) is the price of a foreign currency measured in domestic units. As is readily seen from (1), the domestic and foreign interest rates \( r_d \) and \( r_f \) are assumed to be constant. In contrast, no assumption is made with regard to the stochastic dynamics of the volatility \( \sigma(t) \). In fact, \( \sigma(t) \) represents an arbitrary stochastic process that we leave unspecified throughout the paper. Given the SDE in (1), it follows that the risk-neutral expectation of future variance is given by

\[ RNV_{[t,T]} = \frac{1}{T-t}E_t^Q \left( \int_t^T \sigma^2_s ds \right) \]

\[ = \frac{2}{T-t}e^{\sigma^2(T-t)} \left[ \int_{F_t}^{F_T} \frac{1}{\pi\sigma^2}p(K,T)dK + \int_{F_t}^\infty \frac{1}{\pi\sigma^2}c(K,T)dK \right]. \]  

(2)

Equation (2) is also known as synthetic variance swap rate. Specifically, it is the rate that makes a variance swap which pays the difference between the future realized variance and the swap rate zero cost. The estimator in (2) has the advantage that it does not hinge on a particular option pricing model. Under the premise of absence of risk-aversion, the risk-neutral expectation is the best estimator of future realized variance. When risk aversion is present, \( RNV_{[t,T]} \) encompasses both the expectation of realized variance under the physical measure and a risk premium. As proposed by Carr and Wu (2009), a simple means to quantify the variance risk premium is thus to compare the ex post realized variance with its risk-neutral forecast. In particular, the variance risk premium over the period from \( t \) to \( T \) is given by

\[ RP_{[t,T]} = RV_{[t,T]} - RNV_{[t,T]}, \]  

(3)

where \( RV_{[t,T]} \) is the realized variance of the underlying spot rate. We use equation (3) to investigate the evolution of variance risk premiums in foreign exchange markets. To do so, both a sample estimator of the actual realized variance and a suitable discretization of the static replication of a variance swap are needed. Regarding realized variance, we consider two distinct estimators. In their seminal work on variance risk premiums in equity markets, both Bakshi and Kapadia (2003) and Carr and Wu (2009) employ daily data. Similarly, Low and Zhang (2005) employ daily spot data in the analysis of foreign exchange markets. This choice is reasonable also in the current context, since the majority of variance swaps settle against a daily fixing schedule. On the other hand, when spot prices exhibit a lot of intraday variation but tend to close

\[^1\text{We refer to Appendix A for a derivation.}\]
around the opening price, daily estimates of realized variance will be rather imprecise (Andersen and Bollerslev, 1998). Also, option traders can rehedge several times a day, which potentially materializes in higher implied volatilities and hence variance swap rates. Arguably, this intraday hedging opportunity should be accounted for when estimating realized variance. More appropriate estimates are then obtained from intraday data. Since foreign exchange markets are characterized by round-the-clock trading, a simple estimator based on 5-minute intraday mid-quotes is given by

\[
\hat{RV}_{t,T} = \frac{260}{D} \sum_{i=1}^{N} \log \left( \frac{S_{i+1}}{S_i} \right)^2,
\]

where \(N\) is the total number of observations over the interval from \(t\) to \(T\) and \(D = N/288\) is the number of active trading days. We scale by 260 business days to obtain an annualized measure of realized variance. \(^2\)

The use of 5-minute intraday data appears to have established as a standard for the analysis of currency markets. \(^3\) In fact, Pong et al. (2004) and Charoenwong et al. (2009) employ an identical estimator as in (4). As proposed in Andersen and Bollerslev (1997), we use log returns, and we dismiss any data between Friday and Sunday 2100 GMT. Moreover, we compute realized variance over a window from 2pm Eastern Time (ET) on trade date to 10am ET on expiry date. The first instance corresponds to the time stamp on the option quotes, whereas the latter is identical to New York cut, i.e. the time when the options expire.

Regarding a suitable estimator for the risk-neutral variance, we choose

\[
\hat{RNV}_{t,T} = \frac{2}{(T-t)} e^{\sigma(T-t)} \sum_{i=1}^{m} \frac{\Delta K_i}{K_i} \left[ p(K_i, T)I_{K_i \leq F_0} + c(K_i, T)I_{K_i > F_0} \right],
\]

where \(I\) denotes an indicator function and \(m\) is the number of option quotes in the cross-section of strike prices. Specifically, we define a \(\pm 6\) standard deviation interval around the current forward price \(F(t, T)\), where the standard deviation is based on the implied volatility of the delta-neutral strike quote. Furthermore, we set \(m = 80\) with equally-sized subintervals. \(^4\)

\(^2\) The same formula is used to compute realized variance for daily spot data.

\(^3\) See Andersen and Bollerslev (1997), Andersen and Bollerslev (1998), Pong, Shackleton, Taylor and Xu (2004) and Charoenwong, Jenwittayaroje and Low (2009) to name a few.

\(^4\) The results are virtually indifferent to alternative choices of 4 respectively 8 standard deviations. Jiang and Tian (2005) provide an excellent account on truncation and other approximation errors in the context of model-free forecasting. We also tried out a number of different partitions. As it turns out, 80 subintervals is sufficient to obtain a fine enough grid. Note that since this equals a step size of 0.15 standard deviations, our findings are consistent with figure 2 from Jiang and Tian (2005).
The literature on foreign exchange markets provides some evidence that risk-neutral price processes exhibit jumps. Ultimately, this renders the SDE in (1) an inadequate description of the true return generating process. However, Jiang and Tian (2005) show that (2) still provides an unbiased estimator in a jump-diffusion setting where the jumps and the diffusion part are assumed to be orthogonal. In the most general case, Carr and Wu (2009) explicitly derive the approximation error due to jumps. Their numerical analysis suggests that the error is small. Finally, Todorov (2010) relies on the estimator in (2) even though he explicitly assumes a role for jumps.

3 Data and Methodology

We investigate the variance risk premiums for EURUSD (U.S. dollar per 1 euro), GBPUSD (U.S. dollar per 1 British pound), USDJPY (Japanese yen per 1 U.S. dollar) and EURGBP (British pound per 1 euro). Since the currencies involved form part of the group of majors, undesirable liquidity effects can largely be ruled out. Still, the different nature of the currency pairs and the fact that we include a so-called cross biproduct suggest that we deal with a fairly representative set of volatility shapes commonly observed in foreign exchange markets. We consider variance risk premiums over the 1-month and 3-month horizon. Our data set covers the period from January 2003 to August 2009. To avoid that any evidence is confound by the extreme market conditions of the financial crisis in autumn 2008, we first look at a pre-crisis subperiod from January 2003 to August 2008. The cut-off in August 2008 pre-dates the collapse of Lehman Brothers and the ensuing market turbulence by 2 weeks.

We obtain intraday spot data from Olsen & Associates, a currency trader and provider of high-frequency data. Interest rates are from Bloomberg. Volatility quotes on delta-neutral straddles (DN) and 5-delta, 10-delta and 25-delta call (DC) and put (DP) options have been provided by UBS, a major investment bank and market maker in foreign exchange. Care must be taken when these quotes are mapped to their respective delta. For EURUSD and GBPUSD, the domestic currency, i.e. USD, is the premium currency. As a result, a 25-delta quote refers to a regular spot delta of (-)0.25. In contrast, USDJPY and EURGBP are quoted with a foreign currency premium. Accordingly, a so-called premium-adjusted delta convention applies. For a detailed discussion, we refer to Reiswich and Wystup (2010).

The difficulty with the estimator in (5) is that we only have a handful of delta quotes.


6We use the term biproduct synonym for currency pair.
available, which essentially precludes the use of a non-parametric interpolation method. We therefore apply two different techniques that are tailored to the specifics of foreign exchange markets. Malz (1997) proposes a parabolic interpolation method that rests on so-called risk reversal and butterfly strategies. Unfortunately, his approach relates to a forward delta and is valid only under a regular delta convention. In appendix B, we propose a generalized version that produces market consistent implied volatility functions under any convention. For brevity, set $B = (\sigma_{DN}, \sigma_{xrr}(\Delta - \Delta_{DN}), \sigma_{xbf}(\Delta - \Delta_{DN})^2)'$, where $\sigma_{xrr}$ and $\sigma_{xbf}$ refer to a risk reversal and butterfly constructed from our volatility quotes,

$$
\sigma_{xrr} := \sigma_{DC} - \sigma_{DP}, \quad \sigma_{xbf} := \frac{\sigma_{DC} + \sigma_{DP}}{2} - \sigma_{DN}.
$$

$x$ denotes a particular choice of pivot options, e.g. the 25-delta calls and puts. The volatility of an arbitrary option with delta $\Delta$ follows from

$$
\hat{\sigma}_{\Delta} = B'a,
$$

where $a$ is a $3 \times 1$ vector of parameters that depends on the pivot choice and the delta convention. From $\hat{\sigma}_{\Delta}$, call and put prices to be used in (5) are obtained through the Garman and Kohlhagen (1983) function for currency options. Again, the mapping from the delta to the strike space requires that attention is paid to the quoting convention.

As an alternative to the Malz approach, we employ the vanna-volga method presented by Castagna and Mercurio (2007). The vanna-volga method maintains that any option in the strike domain can be replicated by a delta-hedge, a money market position and a suitable portfolio of three options. As such, the vanna-volga method rests on the same volatility quotes as the Malz approach. The reason for holding a portfolio of options is that under the premise of stochastic volatility, hedging an option with second-order accuracy requires offsetting the greeks $\partial c(\cdot)/\partial \sigma, \partial^2 c(\cdot)/\partial S \partial \sigma$ and $\partial^2 c(\cdot)/\partial \sigma^2$, which are commonly referred to as the vega, the vanna and the volga of an option.

For an arbitrary option with strike price $K$, suppose these so-called volatility greeks are stacked into a $3 \times 1$ vector $y$. Furthermore, presume that the $3 \times 3$ matrix $A$ concatenates the volatility greeks for the 3 pivot options. Finally, define a $3 \times 1$ vector $c_{me}$ of market excess prices. More precisely, $c_{me}$ subsumes the differences between the observable market prices and the theoretical Black-Scholes prices of the options in the hedging portfolio. Then, by the usual replication arguments, it follows that the price of the option with exercise price $K$ is given by

$$
c(K, T, \sigma^K) = c(K, T, \sigma^{BS}) + (c_{me})'x,
$$
where \( \mathbf{x} = \mathbf{A}^{-1}\mathbf{y} \) is the \( 3 \times 1 \) vector of portfolio weights. An array of option prices generated by the vanna-volga method can directly be employed in (5).\(^7\)

The Malz and the vanna-volga method essentially differ in how they extrapolate the implied volatility function beyond the out-of-the-money (OTM) quotes. When the Malz approach is used, the volatility smile flattens out, whereas this is not the case for the vanna-volga method. Potentially, this has a non-trivial impact on the magnitude of the risk-neutral variance forecast, with the more aggressive estimates coming from the vanna-volga method. To deal with this problem, we consider a number of different estimates. Specifically, we produce four base estimates combining both methods with either a 10DP-DN-10DC or 25DP-DN-25DC pivot set. We leave out the 5-delta quotes to dispel any doubts regarding liquidity. Next, we employ a mixed estimation scheme where on each day, the approach is chosen which best fits the option quotes not used for interpolation. The 5-delta quotes thus serve as a benchmark in assessing tail-modelling accuracy. Figure 1 illustrates this principle.

![Figure 1: Implied Volatility Functions](image)

Implied volatility functions from the Malz (light grey) and the vanna-volga method (dark grey) generated alternatively from 25-delta (solid line) and 10-delta (dashed line) option quotes. The black crosses mark the observed 1-month option quotes for EURUSD on 2nd January 2003. The EURUSD spot rate on 2nd January 2003 was 1.0351.

The dark grey solid line marks the implied volatility function obtained when the vanna-volga method is fitted to the 25-delta option quotes. In contrast, the dashed dark line is obtained when the method is applied to the 10-delta options. The light grey lines mark the corresponding curves from the Malz approach. While the methods more or

\(^7\)Note that the vanna of an option is again dependent on the delta convention.
less agree on the strike domain inside the pivot options used, they substantially differ in their prediction of deep OTM quotes. The black crosses represent the market quotes for 1-month EURUSD options on 2nd January 2003. In this instance, our mixed approach would have chosen to synthesize variance swaps from the 10-delta Malz approach.

To complement the methodological toolbox, we consider a sixth alternative that takes the information content of all quotes into account. In equation (8), substitute \( x = A^{-1}y \) and rearrange to obtain

\[
c(K, T, \sigma^K) - c(K, T, \sigma^{BS}) = y' \alpha, \tag{9}
\]

where \( \alpha = (A^{-1})'c^{me} \) is a 3 \times 1 price vector associated with the volatility greeks. Seen from this perspective, the vanna-volga method purports that an option with exercise price \( K \) has a market price in excess of the Black-Scholes value that is determined by the option’s vega, vanna and volga times the respective hedging costs. Using (9), we can estimate \( \alpha \) from all quotes in the strike domain. Specifically, stack all observed excess prices into a (7 \times 1) vector \( c^{me,v} \) to obtain a system of equations

\[
c^{me,v} = Y' \alpha + \varepsilon, \tag{10}
\]

where \( Y \) is a 3 \times 7 matrix of volatility greeks with each column corresponding to one of the option quotes observed in the market. We dub the estimates resulting from (10) as least-square vanna-volga (LSVV) estimates.

4 Time Series Dynamics of Variance Risk Premiums

4.1 Evidence on the Sign and Size of Variance Risk Premiums

We conjectured that on average, variance risk premiums in foreign exchange markets ought to be negative. To evaluate this conjecture, consider an investor that maintains a variance swap investment with daily spot rate fixing. We ask for the annualized average amount earned over the period from January 2003 to August 2008, for a 1-month and 3-month investment horizon. This procedure is equivalent to investigating the sign and size of the average variance risk premium. Table 1 presents the results, along with t-statistics from a test on the null hypothesis that variance risk premiums are zero. Since the overlapping estimation procedure introduces serial correlation, Newey and West (1987) standard errors are employed. To address the possibility that variance
Table 1: Average Variance Risk Premiums from Daily Data

Annualized average variance risk premiums at the 1-month and 3-month horizon. Synthetic variance swaps are alternatively constructed using the Malz and vanna-volga method with 25-delta and 10-delta options. The mixed approach refers to the optimal choice from these base interpolation methods, while the LSVV method comprises the full information content of option quotes in the strike domain. The t-statistics are based on Newey and West (1987) standard errors with lags up to one year. *, ** and *** indicate significance at the 10%, 5% and 1% confidence level.

<table>
<thead>
<tr>
<th>Method</th>
<th>EURUSD</th>
<th>GBPUSD</th>
<th>USDJPY</th>
<th>EURGBP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1m</td>
<td>3m</td>
<td>1m</td>
<td>3m</td>
</tr>
<tr>
<td>Malz</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25D RP</td>
<td>-0.0008</td>
<td>-0.0009</td>
<td>-0.0004</td>
<td>-0.0004</td>
</tr>
<tr>
<td>10D RP</td>
<td>-0.0010</td>
<td>-0.0011</td>
<td>-0.0006</td>
<td>-0.0006</td>
</tr>
<tr>
<td>tstat</td>
<td>-2.883***</td>
<td>-2.109**</td>
<td>-1.261</td>
<td>-1.103</td>
</tr>
<tr>
<td>Vanna-Volga</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25D RP</td>
<td>-0.0013</td>
<td>-0.0015</td>
<td>-0.0009</td>
<td>-0.0010</td>
</tr>
<tr>
<td>10D RP</td>
<td>-0.0014</td>
<td>-0.0015</td>
<td>-0.0009</td>
<td>-0.0010</td>
</tr>
<tr>
<td>Mixed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25D RP</td>
<td>-0.0013</td>
<td>-0.0015</td>
<td>-0.0009</td>
<td>-0.0009</td>
</tr>
<tr>
<td>LSVV</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25D RP</td>
<td>-0.0013</td>
<td>-0.0015</td>
<td>-0.0009</td>
<td>-0.0010</td>
</tr>
<tr>
<td>tstat</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In line with our expectations, variance risk premiums are uniformly negative. For example, an investment of USD 100 in a 1-month EURUSD variance swap would return an average annualized loss of about 13 cents. As hypothesized in the previous section, evidence of negative variance risk premiums is strongest for the vanna-volga method: With the exception of GBPUSD and 3-month USDJPY, the t-statistics are always significant on the 1% level. The mixed and LSVV methods, which arguably provide the most balanced assessment, suggest that except for the 3-month USDJPY estimates, variance risk premiums are significantly negative at least on the 5% level. Concerning USDJPY, we observe a material difference between the 1-month and 3-month estimates, irrespective of the chosen method. This finding is in line with a decreasing term structure of volatility risk premiums as reported in Low and Zhang (2005).

---

8This number is based on the estimates from the mixed or LSVV approach.
The continuously compounded returns to an investor going long the variance swap at rate $RNV_{t,T}$ are given by $\log(RV_{t,T}/RNV_{t,T})$. Following Carr and Wu (2009), we define this ratio as the log variance risk premium. A significantly negative log variance risk premium suggests that investors are willing to lose money on average to protect against a rise in variance. We test this hypothesis over the period from January 2003 to August 2008, again for all biproducts.

Table 2: Average Log Variance Risk Premiums from Daily Data

Annualized average log variance risk premiums at the 1-month and 3-month horizon. Synthetic variance swaps are alternatively constructed using the Malz and vanna-volga method with 25-delta and 10-delta options. The mixed approach refers to the optimal choice from these base interpolation methods, while the LSVV method comprises the full information content of option quotes in the strike domain. The t-statistics are based on Newey and West (1987) standard errors with lags up to one year. *, ** and *** indicate significance at the 10%, 5% and 1% confidence level.

Table 2 shows annualized average log variance risk premiums. The numbers are considerably larger than in Table 1, which is a result of using the variance swap rate as the investment basis, rather than a fixed USD amount. The absolute magnitudes of the premiums are comparable to those reported in Carr and Wu (2009) for individual stocks, but with -10% to -30% generally smaller than for stock indices. The results in Table 2 broadly confirm our findings from Table 1. Except for the 3-month USD-JPY estimates, the t-statistics suggest that the negative log variance risk premiums are highly significant across different methods. To account for potentially long-lasting
autocorrelations, the t-statistics are again based on Newey and West (1987) robust standard errors with a one-year lag. For USDJPY, 3-month estimates are highly significant when the vanna-volga method is employed, and still moderately significant when either the LSVV or the mixed approach is used. The difference of about 10% between 1-month and 3-month risk premiums is striking however. In contrast, this difference amounts to just 1% to 3% for EURUSD, GBPUSD and EURGBP.

4.2 Variance Risk Premiums from Intraday Data

Alternative estimates of variance risk premiums are obtained by computing realized variance from 5-minute intraday data. When currency pairs exhibit a lot of intraday variation, we can expect variance risk premiums to become more positive. Thus, some of the previously reported negative risk premiums may become insignificant. Regarding the computation of variance swap rates, we stick to the common set of methodologies outlined in section 3. Table 3 shows the results.

<table>
<thead>
<tr>
<th></th>
<th>EURUSD 1m</th>
<th>EURUSD 3m</th>
<th>GBPUSD 1m</th>
<th>GBPUSD 3m</th>
<th>USDJPY 1m</th>
<th>USDJPY 3m</th>
<th>EURGBP 1m</th>
<th>EURGBP 3m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Malz</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25D</td>
<td>0.0001</td>
<td>-0.0001</td>
<td>0.0002</td>
<td>0.0001</td>
<td>0.0006</td>
<td>0.0013</td>
<td>0.0017</td>
<td>0.0017</td>
</tr>
<tr>
<td>tstat</td>
<td>0.293</td>
<td>-0.404</td>
<td>0.949</td>
<td>0.182</td>
<td>1.840*</td>
<td>2.329**</td>
<td>4.176***</td>
<td>4.384***</td>
</tr>
<tr>
<td>10D</td>
<td>-0.0001</td>
<td>-0.0004</td>
<td>0.0000</td>
<td>-0.0001</td>
<td>0.0002</td>
<td>0.0009</td>
<td>0.0016</td>
<td>0.0016</td>
</tr>
<tr>
<td>tstat</td>
<td>-0.460</td>
<td>-1.064</td>
<td>0.208</td>
<td>-0.400</td>
<td>0.696</td>
<td>1.647*</td>
<td>3.928***</td>
<td>4.121***</td>
</tr>
<tr>
<td>Vanna-Volga</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25D</td>
<td>-0.0005</td>
<td>-0.0008</td>
<td>-0.0003</td>
<td>-0.0005</td>
<td>-0.0009</td>
<td>-0.0004</td>
<td>0.0013</td>
<td>0.0013</td>
</tr>
<tr>
<td>tstat</td>
<td>-1.702*</td>
<td>-2.372**</td>
<td>-1.135</td>
<td>-1.506</td>
<td>-1.750*</td>
<td>-0.905</td>
<td>3.218***</td>
<td>3.461***</td>
</tr>
<tr>
<td>10D</td>
<td>-0.0005</td>
<td>-0.0008</td>
<td>-0.0003</td>
<td>-0.0005</td>
<td>-0.0005</td>
<td>0.0000</td>
<td>0.0014</td>
<td>0.0013</td>
</tr>
<tr>
<td>tstat</td>
<td>-1.708*</td>
<td>-2.336**</td>
<td>-1.126</td>
<td>-1.500</td>
<td>-1.183</td>
<td>-0.045</td>
<td>3.348***</td>
<td>3.523***</td>
</tr>
<tr>
<td>Mixed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rp</td>
<td>-0.0005</td>
<td>-0.0007</td>
<td>-0.0002</td>
<td>-0.0004</td>
<td>0.0000</td>
<td>0.0006</td>
<td>0.0014</td>
<td>0.0014</td>
</tr>
<tr>
<td>tstat</td>
<td>-1.622</td>
<td>-2.221**</td>
<td>-0.977</td>
<td>-1.323</td>
<td>0.143</td>
<td>1.218</td>
<td>3.522***</td>
<td>3.675***</td>
</tr>
<tr>
<td>LSVV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rp</td>
<td>-0.0004</td>
<td>-0.0007</td>
<td>-0.0002</td>
<td>-0.0004</td>
<td>-0.0004</td>
<td>0.0001</td>
<td>0.0014</td>
<td>0.0014</td>
</tr>
<tr>
<td>tstat</td>
<td>-1.555</td>
<td>-2.142**</td>
<td>-0.957</td>
<td>-1.347</td>
<td>-0.901</td>
<td>0.280</td>
<td>3.445***</td>
<td>3.626***</td>
</tr>
</tbody>
</table>

Table 3: Average Variance Risk Premiums from Intraday Data

Annualized average variance risk premiums at the 1-month and 3-month horizon. Synthetic variance swaps are alternatively constructed using the Malz and vanna-volga method with 25-delta and 10-delta options. The mixed approach refers to the optimal choice from these base interpolation methods, while the LSVV method comprises the full information content of option quotes in the strike domain. The t-statistics are based on Newey and West (1987) standard errors with lags up to one year. *, ** and *** indicate significance at the 10%, 5% and 1% confidence level.

The variance risk premiums computed from intraday data are considerably higher
than those reported for daily data. For EURUSD and GBPUSD, variance risk premiums have increased by about 9 and 6 cents per 100 USD. For USDJPY and EURGBP, the increase is even more pronounced with 14 and 24 cents respectively. For all currency pairs, both the 1-month and 3-month premiums have increased by roughly the same amount. Variance risk premiums are still negative for EURUSD and GBPUSD. They are positive for EURGBP and 3-month USDJPY and either positive or negative, depending on the chosen interpolation method, for 1-month USDJPY. The previously strong evidence for negative risk premiums in foreign exchange markets has mostly evaporated. 3-month EURUSD estimates are significantly negative on a 5% level for all except the Malz approach. Apart from this outlier, the 5-minute data provides evidence against the presence of a variance risk premium. In fact, we now report significantly positive risk premiums for EURGBP, both at the 1-month and 3-month horizon.

<table>
<thead>
<tr>
<th></th>
<th>EURUSD</th>
<th>GBPUSD</th>
<th>USDJPY</th>
<th>EURGBP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1m</td>
<td>3m</td>
<td>1m</td>
<td>3m</td>
</tr>
<tr>
<td>Malz</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25D LRP</td>
<td>1.2%</td>
<td>-1.1%</td>
<td>2.7%</td>
<td>1.0%</td>
</tr>
<tr>
<td>tstat</td>
<td>0.417</td>
<td>-0.284</td>
<td>0.978</td>
<td>0.237</td>
</tr>
<tr>
<td>10D LRP</td>
<td>-1.1%</td>
<td>-3.7%</td>
<td>0.4%</td>
<td>-1.6%</td>
</tr>
<tr>
<td>tstat</td>
<td>-0.375</td>
<td>-0.961</td>
<td>0.142</td>
<td>-0.393</td>
</tr>
<tr>
<td>Vanna-Volga</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25D LRP</td>
<td>-5.2%</td>
<td>-8.5%</td>
<td>-4.1%</td>
<td>-6.6%</td>
</tr>
<tr>
<td>tstat</td>
<td>-1.746*</td>
<td>-2.376**</td>
<td>-1.375</td>
<td>-1.625</td>
</tr>
<tr>
<td>10D LRP</td>
<td>-5.4%</td>
<td>-8.6%</td>
<td>-4.1%</td>
<td>-6.6%</td>
</tr>
<tr>
<td>tstat</td>
<td>-1.768*</td>
<td>-2.388**</td>
<td>-1.384</td>
<td>-1.629</td>
</tr>
<tr>
<td>Mixed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LRP</td>
<td>-5.1%</td>
<td>-8.2%</td>
<td>-3.4%</td>
<td>-5.7%</td>
</tr>
<tr>
<td>tstat</td>
<td>-1.668*</td>
<td>-2.242**</td>
<td>-1.233</td>
<td>-1.423</td>
</tr>
<tr>
<td>LSVV</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LRP</td>
<td>-4.8%</td>
<td>-7.8%</td>
<td>-3.4%</td>
<td>-5.9%</td>
</tr>
<tr>
<td>tstat</td>
<td>-1.588</td>
<td>-2.150**</td>
<td>-1.186</td>
<td>-1.450</td>
</tr>
</tbody>
</table>

Table 4: Average Log Variance Risk Premiums from Intraday Data

Annualized average log variance risk premiums at the 1-month and 3-month horizon. Synthetic variance swaps are alternatively constructed using the Malz and vanna-volga method with 25-delta and 10-delta options. The mixed approach refers to the optimal choice from these base interpolation methods, while the LSVV method comprises the full information content of option quotes in the strike domain. The t-statistics are based on Newey and West (1987) standard errors with lags up to one year. *, ** and *** indicate significance at the 10%, 5% and 1% confidence level.

Similar conclusions can be drawn from the results shown in Table 4. For EURUSD
and GBPUSD, log variance risk premiums are roughly 11% to 17% higher compared to the estimates based on daily data. For USDJPY, the increase is more pronounced with approximately 23% at the 1-month and 18% at the 3-month horizon. The discrepancy, which is of the order of 60%, is again most dramatic for EURGBP. For all except the Malz approach, EURUSD 1-month and 3-month estimates are significantly negative on the 10% or 5% level. EURGBP premiums are positive and highly significant across all methods. The evidence on GBPUSD and USDJPY is mixed. The former estimates are mostly negative but insignificant, while USDJPY results tend to be positive, in particular at the 3-month horizon.

4.3 Realized Variance at Alternative Frequencies

The theoretical arguments developed in Andersen, Bollerslev, Diebold and Labys (2001, 2003) suggest that the precision of realized variance estimates increases with the frequency of the underlying data. With an ever increasing frequency however, market microstructure effects such as bid-ask bounce, price discreteness, spread positioning or strategic order flow come into play, which effectively results in a bias-efficiency trade off (Andersen and Benzoni, 2008). The optimal sampling frequency is unknown and depends on the asset under scrutiny. Andersen and Benzoni (2008) suggest that for liquid stocks, realized volatility estimates stabilize at frequencies between 5 and 40 minutes. Given the high activity in currency markets, one is tempted to conclude that estimates based on 5-minute intervals should be unbiased. To shed light on this issue, Table 5 shows realized volatilities at 6 different sampling frequencies between 5 minutes and 1 day. The numbers in Table 5 represent averages of annualized estimates that are taken over intervals corresponding to the variance swap maturities.

Two key findings emerge. First, realized volatilities computed from 5-minute intraday data are materially higher than the corresponding estimates from daily spot data. For example, the average EURUSD realized volatility at the 1-month horizon is 9.1% for 5-minute intraday data and gradually decreases to 8.5% for daily data. For EURUSD and GBPUSD, the difference between 5-minute and 1-day estimates is between 0.3% and 0.6%. For USDJPY, it amounts to 0.8% to 0.9%. Not surprisingly, the largest differences are observed for EURGBP. Second, realized volatilities appear to stabilize at 30-minute or 1-hour frequencies for EURUSD, GBPUSD and USDJPY, which is in line with the findings in Andersen et al. (2003). In contrast, EURGBP estimates continue to fall as the frequency is decreased.

To gain additional insight on the discrepancy between the various estimates, we
Table 5: Average Realized Volatility at Different Sampling Frequencies

<table>
<thead>
<tr>
<th></th>
<th>EURUSD 1m</th>
<th>EURUSD 3m</th>
<th>GBPUSD 1m</th>
<th>GBPUSD 3m</th>
<th>USDJPY 1m</th>
<th>USDJPY 3m</th>
<th>EURGBP 1m</th>
<th>EURGBP 3m</th>
</tr>
</thead>
<tbody>
<tr>
<td>5min</td>
<td>9.1%</td>
<td>9.1%</td>
<td>8.4%</td>
<td>8.4%</td>
<td>10.0%</td>
<td>10.1%</td>
<td>7.6%</td>
<td>7.6%</td>
</tr>
<tr>
<td>10min</td>
<td>8.8%</td>
<td>8.9%</td>
<td>8.2%</td>
<td>8.3%</td>
<td>9.7%</td>
<td>9.8%</td>
<td>7.0%</td>
<td>7.1%</td>
</tr>
<tr>
<td>30min</td>
<td>8.6%</td>
<td>8.6%</td>
<td>8.1%</td>
<td>8.1%</td>
<td>9.4%</td>
<td>9.5%</td>
<td>6.5%</td>
<td>6.6%</td>
</tr>
<tr>
<td>1hour</td>
<td>8.6%</td>
<td>8.6%</td>
<td>8.1%</td>
<td>8.1%</td>
<td>9.2%</td>
<td>9.4%</td>
<td>6.3%</td>
<td>6.4%</td>
</tr>
<tr>
<td>2hours</td>
<td>8.6%</td>
<td>8.6%</td>
<td>8.0%</td>
<td>8.1%</td>
<td>9.1%</td>
<td>9.3%</td>
<td>6.2%</td>
<td>6.2%</td>
</tr>
<tr>
<td>1day</td>
<td>8.5%</td>
<td>8.6%</td>
<td>7.9%</td>
<td>8.1%</td>
<td>9.1%</td>
<td>9.3%</td>
<td>5.7%</td>
<td>5.9%</td>
</tr>
</tbody>
</table>

Average realized volatility for sampling frequencies between 5 minutes and 1 day. The numbers represent averages of annualized volatilities that are computed over the tenor of the corresponding 1-month and 3-month variance swaps. The horizon under consideration ranges from January 2003 to August 2008.

compute autocorrelation functions.\(^9\) The first lag autocorrelation for EURUSD and GBPUSD 5-minute data is of the order of -0.03 and highly significant. For USDJPY and EURGBP, we obtain -0.06 and -0.11. These numbers gradually decrease and become insignificant at the 30-minute interval, except for EURGBP. Although serial correlation is somewhat closer to zero if we only consider day time trading between 8am and 5pm GMT, the general findings still apply. For EURGBP, our analysis suggests that a 2-hour frequency is an appropriate choice. Interestingly, the first lag autocorrelation spikes to 0.09 for daily data, which explains why the realized volatility estimates from Table 5 continue to fall as the sampling frequency decreases.

Figure 2 shows the evolution of variance risk premiums as the sampling frequency decreases. Variance swap rates have been constructed from the mixed approach. The upper-left panel reveals 1-month risk premiums for EURUSD (black solid line), GBPUSD (grey solid), USDJPY (black dashed) and EURGBP (grey dashed). For sampling frequencies lower than or equal to 30 minutes, all currency pairs exhibit a negative risk premium. The same finding applies for the 3-month horizon (upper-right panel). In general, the most negative premiums are obtained for EURUSD, followed by USDJPY for the 1-month and GBPUSD for the 3-month horizon. In accordance with Table 5, variance risk premiums tend to stabilize for sampling frequencies of 30 minutes or lower. The lower panels plot the corresponding t-statistics. 1-month EURUSD risk premiums become highly significant for any sampling frequency larger than 5 minutes. Except for EURGBP, highly negative risk premiums are obtained for frequencies equal

\(^9\)To conserve space, we refrain from revealing the full-blown analysis. However, autocorrelation plots and result-tables are available upon request.
to or lower than 30 minutes. EURGBP estimates are significantly negative on the 5% level for the 2-hour interval data. For the 3-month horizon (lower-right panel), we report highly significant premiums for EURUSD and GBPUSD. The estimates for USDJPY are significant on a 10% level for a 30-minute frequency, 5% for the 1-hour and 2-hour frequency and insignificant when daily data is used. The latter finding can be attributed to a negative, albeit insignificant autocorrelation of -0.03. For EURGBP, a moderately significant risk-premium is obtained for the 2-hour interval data.

In sum, we conclude that the intraday estimates reported in Table 3 and Table 4 may be confounded by microstructure effects. The results in this section suggest that variance risk premiums in foreign exchange markets are significantly negative, provided realized variance is computed using data with an appropriate sampling frequency. One
upshot is that some evidence from the previous literature against the presence of a volatility risk premium needs to be revisited, since the use of 5-minute intraday data has been widespread. For the remainder of this paper, we work with variance risk premiums computed from 30-minute intraday data for EURUSD, GBPUSD and USDJPY, and 2-hour data for EURGBP.

4.4 Are Variance Risk Premiums Time-varying?

In this section, we examine whether variance risk premiums in currency markets are time-varying. First, we plot variance risk premiums over the time horizon from January 2003 to August 2008. Second and in analogy to Carr and Wu (2009), we run so-called expectation hypothesis regressions. These regressions not only reveal whether variance risk premiums are time-varying, but also whether they are systematically linked to the risk-neutral expectation of future variance.

Figure 3 shows the variance risk premiums at the 1-month (dark grey crosses) and 3-month horizon (light grey crosses). Variance swaps have been synthesized using the mixed approach. The realized variance is based on 30-minute data for EURUSD, GBPUSD and USDJPY and 2-hour data for EURGBP. To facilitate interpretation, we have superimposed two-sided Gaussian kernel estimates with a standard deviation of 1/4 year. The solid and dashed line correspond to smoothed estimates of the 1-month and 3-month variance risk premiums. For all currency pairs, variance risk premiums are highly time-varying and oscillate around or just below the zero line. Despite the negative average premiums reported in the previous sections, a considerable amount of the realizations lie in the positive domain, as is seen from the scattering of the crosses. The largest swings in variance risk premiums are observed for USDJPY (note that it plots on a different scale). The smoothed estimates are negative throughout the entire period for both EURUSD and GBPUSD. They reveal a pronounced slump in the second half of 2004 which is not shared by USDJPY and EURGBP. The 3-month smoothed curves tend to lie below the 1-month estimates, although this relationship is inverted as the financial crisis is approached. In general, the outset of the crisis marks a shift in investor sentiment which is reflected in increasingly negative variance risk premiums across the different biproducts.

To formally confirm the notion of time-varying variance risk premiums, we run the following expectation hypothesis regression

\[ RV_t = \alpha + \beta RNV_t + \varepsilon_t. \] (11)

The time-varying component of the variance risk premium, if present, is captured by
the error term $\varepsilon$. Under the null hypothesis of a zero variance risk premium, $\alpha = 0$ and $\beta = 1$. If a variance risk premium is present but constant, we can expect $\alpha \neq 0$ but $\beta$ still equal to 1. Finally, if the variance risk-premium is time-varying and systematically linked to the variance swap rate $RNV_t$, it generally holds that $\beta \neq 1$.

We run (11) for both the 1-month and 3-month horizons. The left-hand side is computed using a 2-hour sampling frequency for EURGBP and a 30-minute frequency for the remainder. Variance swaps have been synthesized from the mixed approach. Estimates are obtained using Hansen’s (1982) GMM. To account for serial dependence, we use Newey-West standard errors with a lag of one year. The results are shown in Table 6.

The slope parameters in Table 6 are considerably smaller than one, irrespective of the currency pair and time horizon under examination. In all instances, the reported
Table 6: Expectation Hypothesis Regression

Expectation hypothesis regressions, where risk-neutral variance is computed from the mixed approach. Realized variances are based on sampling frequencies of 30 minutes for EURUSD, GBPUSD, USDJPY and 2 hours for EURGBP. The t-statistics are based on Newey and West (1987) standard errors with lags up to one year. *, ** and *** indicate significance at the 10%, 5% and 1% confidence level.

<table>
<thead>
<tr>
<th></th>
<th>EURUSD</th>
<th>GBPUSD</th>
<th>USDJPY</th>
<th>EURGBP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1m</td>
<td>3m</td>
<td>1m</td>
<td>3m</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.0003</td>
<td>0.0004</td>
<td>0.0011</td>
<td>0.0020</td>
</tr>
<tr>
<td>$t_{stat}$</td>
<td>0.683</td>
<td>0.529</td>
<td>1.625</td>
<td>2.255**</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.820</td>
<td>0.793</td>
<td>0.755</td>
<td>0.613</td>
</tr>
</tbody>
</table>

T-statistics indicate significance at least on the 5% level, which suggests a strong relationship between the premiums charged for loading variance risk and the risk-neutral expectation of future variance. Specifically, market participants are willing to pay a larger premium when they expect a higher variance for the nearby future. On the other hand, the larger the negative correlation between the time-varying component of the variance risk premium and the future expected variance, the larger the constant part of the risk premium. This finding is deduced from the significantly positive $\alpha$s for USDJPY and 3-month GBPUSD and the simultaneously small slope parameters.

5 How Does the Financial Crisis of 2008 Affect the Results?

So far we have disregarded data after August 2008. Common sense suggests that with the rise of the financial crisis, the average market participant became more risk averse and hence put a larger premium on accepting variance risk. To see whether this conjecture holds true, we consider variance risk premiums for a subperiod from January 2008 to August 2009. Since this period is relatively short, we confine ourselves to a graphical analysis. Figure 4 reveals analogous plots to Figure 3, with the light and dark grey marks corresponding to realizations of variance risk premiums for the 1-month and 3-month horizon. The solid and dashed black lines depict Gaussian kernel estimates with a 1-month standard deviation.

The absolute magnitude of variance risk premiums during the financial crisis has substantially increased. Measured on the larger scale of Figure 4, the previously reported dips into negative territory in Summer 2008 are hardly visible. At the onset
of the crisis, realized variances have exceeded the swap rates by far, resulting in large positive premiums from about August 2008 to November 2008 for the 1-month and February 2009 for the 3-month horizon. This observation can likely be attributed to an option market which did not fully anticipate the increase in variance that followed the bankruptcy of Lehman Brothers. Since the computation of variance risk premiums is based on swap rates that are fixed for the tenor of the option contracts, the 1-month risk premiums turn negative considerably before the 3-month premiums. Eventually, both premiums reside in the negative domain, which suggests that the market reacted strongly to the crisis by demanding a large premium for compensating variance risk.

To assess the robustness of the result from Section 4 in light of the financial crisis, we compute variance risk premiums over the full sample period from January 2003 to
August 2009. To conserve space, we report variance and log variance risk premiums only for the mixed approach. Realized variance is based on data from 3 alternative sampling frequencies. Table 7 presents the results.

<table>
<thead>
<tr>
<th></th>
<th>EURUSD</th>
<th>GBPUSD</th>
<th>USDJPY</th>
<th>EURGBP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1m</td>
<td>3m</td>
<td>1m</td>
<td>3m</td>
</tr>
<tr>
<td>VRP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1day RP</td>
<td>-0.0023</td>
<td>-0.0019</td>
<td>-0.0009</td>
<td>-0.0001</td>
</tr>
<tr>
<td>tstat</td>
<td>-2.468**</td>
<td>-1.924*</td>
<td>-1.852*</td>
<td>-0.104</td>
</tr>
<tr>
<td>2h/30min RP</td>
<td>-0.0020</td>
<td>-0.0018</td>
<td>-0.0004</td>
<td>0.0001</td>
</tr>
<tr>
<td>tstat</td>
<td>-2.526**</td>
<td>-1.880*</td>
<td>-0.672</td>
<td>0.093</td>
</tr>
<tr>
<td>5min RP</td>
<td>-0.0013</td>
<td>-0.0011</td>
<td>0.0002</td>
<td>0.0007</td>
</tr>
<tr>
<td>tstat</td>
<td>-1.492</td>
<td>-1.158</td>
<td>0.404</td>
<td>0.577</td>
</tr>
<tr>
<td>LRP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1day LRP</td>
<td>-23.1%</td>
<td>-19.0%</td>
<td>-16.5%</td>
<td>-10.4%</td>
</tr>
<tr>
<td>tstat</td>
<td>-5.518***</td>
<td>-2.977***</td>
<td>-4.495***</td>
<td>-1.746*</td>
</tr>
<tr>
<td>2h/30min LRP</td>
<td>-16.5%</td>
<td>-17.0%</td>
<td>-9.3%</td>
<td>-7.7%</td>
</tr>
<tr>
<td>tstat</td>
<td>-6.930***</td>
<td>-3.631***</td>
<td>-3.115***</td>
<td>-1.314</td>
</tr>
<tr>
<td>5min LRP</td>
<td>-6.5%</td>
<td>-7.3%</td>
<td>-1.4%</td>
<td>-0.2%</td>
</tr>
<tr>
<td>tstat</td>
<td>-2.057**</td>
<td>-1.711*</td>
<td>-0.536</td>
<td>-0.036</td>
</tr>
</tbody>
</table>

Table 7: Variance Risk Premiums for the Full Sample
Annualized average variance and log variance risk premiums for the period from January 2003 to August 2009. Synthetic variance swaps are constructed using the mixed approach. The sampling frequency for realized variance is indicated in the very left column. The t-statistics are based on Newey and West (1987) standard errors with lags up to one year. *, ** and *** indicate significance at the 10%, 5% and 1% confidence level.

In general, variance risk premiums are more negative than the previously reported premiums for the truncated period, in particular for USDJPY. The exception to this finding are the premiums for GBPUSD. Figure 4 suggests that in 2009, variance risk premiums for GBPUSD did not drop as much as for the other pairs. The results in Table 7 tend to be less significant than before, owing to a material increase in the variation of variance risk premiums since 2008. For the daily sampling frequency, evidence of negative risk premiums is still strong, with 6 out of 8 reported premiums being significant at least on the 10% confidence level. For the 30-minute data, the EURUSD and 1-month USDJPY premiums remain significantly negative. None of the premiums are significant when realized variance is computed using 5-minute interval data. The log variance risk premiums reported in the lower half of Table 7 are of the same order as previously for the truncated sample. On the basis of 30-minute (2-hour for EURGBP) sampled data, log variance risk premiums are significantly negative except for 3-month GBPUSD and USDJPY. In sum, extending the data set to include the financial crisis does not fundamentally alter the results. To avoid any issues with
possibly non-stationary time series, we continue to work with the truncated sample.

6 What Drives Variance Risk Premiums in Foreign Exchange Markets?

6.1 S&P 500, the VIX and the TED Spread

Variance risk premiums in currency markets can result from co-movement between exchange rate variance and classic risk factors. As such, they might simply be a reflection of other well-documented risk premiums. Alternatively, they may be attributable to an independent variance risk factor which commands a premium. In the introduction, we emphasized that the first explanation for variance risk premiums in currency markets is less compelling. In here, we test the two competing arguments by hypothesizing a relationship between log variance risk premiums and classic risk factors. If the risk factors can account for the returns on the variance swaps, the notion of an independent variance risk factor can be rejected.

We start by looking at the excess return on the stock market, proxied by the S&P 500, over the T-bill rate. We augment this CAPM-like regression with the return on the VIX and the first difference of the 3-month TED spread series. The VIX reveals whether variance risk premiums in currency markets are attributable to the overall level of market volatility. On the other hand, the TED spread, i.e. the difference between the U.S. Libor and the T-Bill rate, provides information with regard to the extent to which credit risk is reflected in variance risk premiums. Also, the TED spread is a robust measure of overall risk sentiment in financial markets.

We estimate the regression

$$LRP_{j,t} = \alpha_j + \beta_{1j} R_{t}^{\text{SPX}} + \beta_{2j} R_{t}^{\text{VIX}} + \beta_{3j} \Delta_{t}^{\text{TED}} + \varepsilon_{j,t}. \quad (12)$$

by means of GMM. The log variance risk premiums are derived using the mixed approach. Realized variance is computed on the basis of 30-minute interval data for EURUSD, GBPUSD and USDJPY and 2-hour data for EURGBP. T-statistics for the coefficients are based on Newey and West (1987) robust standard errors with a one-year lag. Table 8 reveals the results.

The first row in Table 8 shows the unconditional log variance risk premiums. The second row provides the risk-adjusted premiums. The two are approximately of the same magnitude. Table 8 provides little evidence that the S&P 500 excess returns are linked to variance risk premiums in currency markets. $\beta^1$ is modestly significant only
for 1-month EURUSD and GBPUSD. In contrast, the results suggest that the VIX returns are strongly related to all of the 1-month risk premiums. An increase in the VIX tends to be accompanied by an increase in realized variance. Since variance swap rates are fixed on the trade date of the underlying option contracts, the sign on the VIX is positive, except for 3-month EURGBP. The TED spread is also correlated with the returns on the variance swaps. An increase in the spread is generally associated with higher realized variance, leading to smaller variance risk premiums. Significant coefficients on the TED spread are obtained in all cases except for 1-month EURGBP. With an $R^2$ above 20%, the strongest relationship between variance risk premiums and the risk factors is observed for USDJPY. In general however, the results suggest that variance risk premiums cannot be accounted for by classic risk factors. In particular, the conditional variance risk premiums remain significantly negative across all currency pairs and tenors. Table 8 thus provides evidence in favor of an independent variance risk factor for currency markets.

### 6.2 Do Variance Risk Premiums Subsume Fear of Jump Risk?

In the literature on option markets, it has been widely documented that apart from variance risk, jump risk commands a premium too (see e.g. Jackwerth, 2000 or Pan, 2002). Bakshi and Kapadia (2003) conjecture that variance risk premiums may subsume the fear of jump risk. To test this hypothesis, they regress gains from delta-hedged option positions on the model-free metrics of Bakshi et al. (2003). Implicitly, they assume that
jump risk can be surrogated by the skew and kurtosis of the risk-neutral distribution. In our case, constructing implied skew and kurtosis along their lines might result in noisy regressors, since the volatility data is delimited by an approximate strike range of ± 1.65 standard deviations.\textsuperscript{10} For this reason, we proxy the mean jump size and jump intensity directly by the observed mid-quotes for 25-delta risk reversal and butterfly strategies. Specifically, we set up the regression equation

\[ LRP_{j,t} = \alpha_j + \beta_1 \Delta_{25}^{RR} + \beta_2 \Delta_{25}^{BF} + \varepsilon_{j,t}. \]  

(13)

Although risk reversals and butterflies are bounded economically, they are non-stationary in a statistical sense. We thus consider differences over the tenor of the variance swaps rather than levels. As before, log variance risk premiums are constructed from the mixed approach. Realized variance estimates are based on a 30-minute sampling frequency for EURUSD, GBPUSD and USDJPY and a 2-hour frequency for EURGBP. T-statistics are computed from Newey and West (1987) robust standard errors with a one-year lag. Table 9 shows the results.\textsuperscript{11}

<table>
<thead>
<tr>
<th></th>
<th>EURUSD</th>
<th></th>
<th>GBPUSD</th>
<th></th>
<th>USDJPY</th>
<th></th>
<th>EURGBP</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1m</td>
<td>3m</td>
<td>1m</td>
<td>3m</td>
<td>1m</td>
<td>3m</td>
<td>1m</td>
<td>3m</td>
</tr>
<tr>
<td>( LRP )</td>
<td>-0.165</td>
<td>-0.194</td>
<td>-0.122</td>
<td>-0.141</td>
<td>-0.127</td>
<td>-0.065</td>
<td>-0.123</td>
<td>-0.131</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>-0.162</td>
<td>-0.198</td>
<td>-0.124</td>
<td>-0.148</td>
<td>-0.131</td>
<td>-0.081</td>
<td>-0.125</td>
<td>-0.144</td>
</tr>
<tr>
<td>( tstat )</td>
<td>-7.021***</td>
<td>-5.914***</td>
<td>-4.313***</td>
<td>-4.093***</td>
<td>-4.675***</td>
<td>-1.898*</td>
<td>-4.147***</td>
<td>-3.056***</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>-0.030</td>
<td>-0.072</td>
<td>-0.081</td>
<td>-0.045</td>
<td>-0.158</td>
<td>-0.133</td>
<td>0.134</td>
<td>0.037</td>
</tr>
<tr>
<td>( tstat )</td>
<td>-0.789</td>
<td>-1.110</td>
<td>-1.150</td>
<td>-0.449</td>
<td>-5.907***</td>
<td>-2.538**</td>
<td>1.354</td>
<td>0.239</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>2.833</td>
<td>1.294</td>
<td>3.587</td>
<td>2.519</td>
<td>1.314</td>
<td>0.905</td>
<td>7.268</td>
<td>5.036</td>
</tr>
<tr>
<td>( tstat )</td>
<td>3.552***</td>
<td>2.794***</td>
<td>2.390**</td>
<td>5.192***</td>
<td>2.898***</td>
<td>1.915*</td>
<td>5.476***</td>
<td>4.510***</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>7.3%</td>
<td>7.6%</td>
<td>10.6%</td>
<td>18.2%</td>
<td>40.1%</td>
<td>33.3%</td>
<td>12.7%</td>
<td>21.0%</td>
</tr>
</tbody>
</table>

Table 9: Jump Risk Factor Regression
Risk-adjusted average log variance risk premiums (\( \alpha \)) and factor loadings for changes in 25-delta risk reversals and butterflies. The t-statistics are based on Newey and West (1987) standard errors with lags up to one year. *, ** and *** indicate significance at the 10%, 5% and 1% confidence level.

The conditional variance risk premiums from Table 9 are of the same size as the unconditional premiums, and with the exception of 3-month USDJPY, they are highly significant despite the inclusion of the jump fear proxies. Provided fear of jump risk is well reflected in risk reversal and butterfly strategies, we can conclude that variance risk premiums do not subsume jump risk aversion, which is consistent with the findings in

\textsuperscript{10}We thank an anonymous referee for pointing this out.

\textsuperscript{11}Alternatively, we have estimated (13) using 10-delta and 5-delta option quotes. The results are literally the same and therefore omitted.
Low and Zhang (2005). As in the previous section, the results thus provide evidence in favor of an independent, possibly currency-specific variance risk factor which commands a premium. However, variance risk premiums are not independent of the jump risk factors. For USDJPY, the size of the log variance risk premium is significantly related to changes in prices for risk reversals. Specifically, owing to the fact that for the period under consideration, the average USDJPY implied volatility function has been skewed to the downside, a normalization of the skew tends to coincide with lower returns for a variance swap strategy. We thus observe what we would expect to hold in equity markets. Increases in prices for butterfly strategies have a significantly positive impact on log variance risk premiums for all currency pairs. Intuitively, an increase in the curvature of the implied volatility function reflects heightened fear of jump risk, which in turn is positively correlated with the realized variance over a given period. With an $R^2$ of 40.1% and 33.3%, the relationship in (13) is material for USDJPY. In conclusion however, the results from Table 9 suggest that fear of jump risk cannot account for the variance risk premiums observed in currency markets.

7 Conclusion

Based on the theory of static replication of variance swaps, we have constructed risk-neutral estimates of future variance and assessed the sign and magnitude of variance risk premiums in foreign exchange markets. When realized variance is computed from data with a low sampling frequency, there is robust evidence of negative average variance risk premiums for both a pre-crisis sample and the full sample from January 2003 to August 2009. Evidence is ambiguous when realized variance is obtained from 5-minute interval data, which can likely be attributed to microstructure effects. Common to all estimates and currency pairs examined, variance risk premiums are highly time-varying and inversely linked to the risk-neutral expectation of future variance. Thus, whenever market participants are concerned about a rise in variance, they are willing to pay an extra premium to hedge away the corresponding risk.

In an effort to enhance our understanding of variance risk premiums in currency markets, we have assessed the roles of commonly priced risk factors and fear of jump risk. We report a robust link between variance risk premiums and the VIX, the TED spread and the general shape of the implied volatility function of the corresponding currency pair. For some biproducts, the latter explains a considerable fraction of the time variation in variance risk premiums. However, the conditional premiums remain significantly negative. Therefore, premiums associated with variance swaps are likely to
be the result of a distinct variance risk factor. This conjecture stands in contrast with the evidence from equity markets, where the fear of downside risk plays a significant role.
8 Appendix

A Derivation of Risk-Neutral Variance Forecasts

For the reader not familiar with the topic, we derive the variance estimates used throughout the paper. The exposition largely follows Carr and Madan (1998, 1999). Consider a two-period setting where investments are made at time $t$ and payoffs are received at a future time $T$. No intermediary trading takes place. Assume that there is a forward market on currency pairs for delivery at time $T$.\footnote{Currency options usually trade on the spot rather than the forward rate. Note though that as long as the forward and the option expiry coincide, the spot and the forward price eventually converge. Hence, options written on either underlying must have the same price.} Furthermore, presume the existence of a market for European options on currency forwards for a continuum of strike prices.\footnote{Clearly, this is a very idealistic assumption. However, since FX options are traded over-the-counter, a very narrow partition of the strike domain is imaginable.} Under these assumptions, any smooth, twice differentiable payoff function $h(F(T,T))$, where $F(T,T)$ denotes the terminal forward price for delivery in future time $T$, can be replicated by an appropriate static position in option contracts traded at initial time $t$. Carr and Madan (1998) establish the following formal result.\footnote{For a derivation, see Appendix A of their online version, available on \url{http://www.math.nyu.edu/research/carrp/research.html}. Last verified in December 2011.}

\begin{equation}
    h(F_T) = h(x) + h'(x)[(F_T - x)^+ - (x - F_T)^+] + \int_0^x h''(K)(K - F_T)^+dK + \int_x^\infty h''(K)(F_T - K)^+dK,
\end{equation}

where, for notational convenience, we write $F_T$ instead of $F(T,T)$. If arbitrage is to be ruled out, the relation in the previous equation has to hold at the outset, i.e.

\begin{equation}
    V_t = E_t^Q(h(F_T)) = e^{-rTd}h(x) + h'(x)[c(x,T) - p(x,T)] + \int_0^x h''(K)p(K,T)dK + \int_x^\infty h''(K)c(K,T)dK,
\end{equation}

where $E_t^Q()$ denotes the expectation operator at time $t$ under the risk-neutral measure $Q$ and $c(.)$ and $p(.)$ are the time $t$ call and put prices. Given the stochastic differential equation for currency pairs under measure $Q$,

\begin{equation}
    dS(s) = (r_d - r_f)S(s)ds + \sigma(s)S(s)dB(s),
\end{equation}

it follows from Itô’s Lemma that the forward price evolution is given by

\begin{equation}
    dF(s, T) = \sigma(s)F(s, T)dB(s).
\end{equation}
Taking expectations, we deduce that the forward price is a martingale under measure $Q$.

Reconsider the payoff function $h(F_T)$. Again using Itô’s Lemma, we have

$$h(F_T) = h(F_t) + \int_t^T h'(F_s) dF_s + \frac{1}{2} \int_t^T h''(F_s) \sigma_s^2 F_s^2 ds,$$

where $F_s = F(s, T)$. Consider now the twice-differentiable function

$$g(F_s) = 2 \left[ \frac{F_s - F_t}{F_t} - \log \left( \frac{F_s}{F_t} \right) \right].$$

It is straightforward to verify that $g(F_t) = g'(F_t) = 0$ and $g''(F_s) = 2/F_s^2$. Replacing $h(.)$ with $g(.)$ in (A.5) and taking expectations under measure $Q$ yields

$$E_t^Q(g(F_T)) = E_t^Q \left( \int_t^T \sigma_s^2 ds \right),$$

where the second term in (A.5) vanishes as a result of the martingale property of the forward rate. (A.7) is the risk-neutral expectation of future realized variance over the interval from $t$ to $T$. Similarly, if we substitute for the function $g(.)$ in (A.2), set $x = F_t$, and compute the future value of the expectation taken at time $t$, we obtain

$$V_T = e^{r_d(T-t)}E_t^Q(g(F_T))$$

$$= \int_{F_t}^{F_T} e^{r_d(T-t)} \frac{2}{K^2} p(K, T) dK + \int_{F_t}^{\infty} e^{r_d(T-t)} \frac{2}{K^2} c(K, T) dK.$$ (A.8)

Equating (A.7) and (A.8), the risk-neutral expectation of future variance is given by

$$RNV_{[t,T]} = \frac{1}{T-t} E_t^Q \left( \int_t^T \sigma_s^2 ds \right)$$

$$= \frac{2}{T-t} e^{r_d(T-t)} \left[ \int_{F_t}^{F_T} \frac{1}{K^2} p(K, T) dK + \int_{F_t}^{\infty} \frac{1}{K^2} c(K, T) dK \right],$$

where the division by $(T-t)$ is for annualization.
B Generalization of the Malz Interpolation Method

We propose a general version of the Malz interpolation method that is consistent with the regular and premium-adjusted delta convention. Given a set of option quotes $\sigma^{DP}$, $\sigma^{DN}$, $\sigma^{DC}$, we back out strike prices and compute spot deltas $\Delta_P$, $\Delta_{DN}$, $\Delta_C$ along the lines of Reiswich and Wystup (2010). Next, we set up the matrix

$$
C = \begin{pmatrix}
\sigma^{DN} & 0 & 0 \\
0 & \sigma^{RR}(\Delta_C - \Delta_P) & \sigma^{BF}((\Delta_C - \Delta_{DN})^2 - (\Delta_P - \Delta_{DN})^2) \\
0 & 0.5\sigma^{RR}(\Delta_C + \Delta_P - 2\Delta_{DN}) & 0.5\sigma^{BF}((\Delta_C - \Delta_{DN})^2 + (\Delta_P - \Delta_{DN})^2)
\end{pmatrix}
$$

Define a vector of parameters $a = (a_0, a_1, a_2)'$. Furthermore, assemble a vector $\sigma = (\sigma^{DN}, \sigma^{RR}, \sigma^{BF})'$, where $\sigma^{RR}$ and $\sigma^{BF}$ follow from (6). The matrix $C$ is simply an assemblage of the basic Malz equation (7) for the delta-neutral quote, the risk reversal and the butterfly. Since (7) has to hold for any quote in the delta space, it follows that the parameters are given by

$$a = C^{-1}\sigma.
$$

An implied volatility function is obtained from (7).
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Abstract

This article examines the structure of risk-neutral currency returns as implied in one-touch options. For this purpose, I specify models comprising pure or time-changed diffusion risk, pure or time-changed jumps, or both. The models are calibrated to vanilla options and subsequently applied to the one-touch market. Since one-touches are unspanned by a complete set of vanilla options, they lend themselves to a rigorous out-of-sample test.

The results suggest that vanilla and one-touch option markets do not generally agree on the risk-neutral dynamics of currency returns: Evidence from the vanilla market favors a complex model with stochastic volatility and jumps, whereas one-touch options imply purely diffusive currency dynamics. This latter finding gives rise to two interpretations. Either, the high activity in currency markets is best reflected by the infinite variation of a diffusive risk factor. Alternatively, the result is an artefact of market makers who anchor their quotes to what the pure diffusion Black-Scholes model implies.
1 Introduction

In this article, I examine the pricing of foreign exchange one-touch options. Foreign exchange one-touches pay out a fixed amount of cash at expiry if at any time during the term of the contract, the spot rate trades at or beyond a predefined barrier level. One-touch options are among the most liquid exotic contracts and serve as building blocks for more complex derivative securities. Hence, gaining a solid understanding of the currency dynamics implied by the one-touch market is important. In comparing different building blocks for a prospective model, one-touches have the advantage that they put stronger restrictions on the admissible pricing kernel. Specifically, one-touches depend on the whole trajectory of spot and hence its transition probabilities. In contrast, knowledge of the spot distribution at maturity is sufficient for the valuation of vanilla options. Therefore, one-touches provide valuable information on risk-neutral currency dynamics that are not revealed by the vanilla market.

Since the emergence of Black and Scholes (1973), or more precisely, the currency equivalent of Garman and Kohlhagen (1983), numerous models have been proposed to better capture the stylized facts of currency option markets. For example, Heston (1993) suggests a model that accounts for the stochastic volatility implied in option prices. Bates (1996) applies a combination of the Heston (1993) and the Merton (1976) jump-diffusion model to Deutsche mark options. The finite activity jump structure in Bates maintains that on a given time interval, currency pair dynamics exhibit a countable number of (large) jumps. More recently, Madan, Carr and Chang (1998) device an option pricing model where an infinity of jumps is generated. To account for the high activity in currency markets, the assumption of finitely many jumps often necessitates the inclusion of a diffusion part which governs the resolution of the more subtle pieces of information. In contrast, the so-called variance gamma (VG) process of Madan et al. subsumes high-frequent small jumps and the rare occasions of large jumps in a single risk factor. In an empirical investigation, Daal and Madan (2005) find the model to cope well with the intricacies of currency markets. Finally, Carr and Wu (2007) propose a stochastic skew model where tail-specific risk factors are evaluated on a separate stochastic clock. Among other things, they report superior performance versus the Bates model.

To assess the goodness-of-fit of a particular model, all of these studies have in common that they exclusively focus on the market for vanilla options. Given the size of the market for exotic currency derivatives, this perspective is possibly too narrow. The contribution of this article is to study the risk-neutral currency dynamics using two
different information sets, namely the prices of vanilla and one-touch options. With this approach, a potential complication arises in the form of an identification problem, since any specification analysis on the basis of two unspanned information sets is a joint test of a certain model structure and a particular equivalent martingale measure. For example, a particular model that accommodates the stylized facts of the vanilla market may provide a poor fit to the one-touch data either because its structure is inappropriate or because the wrong martingale measure has been selected.

To resolve this issue, it is important to recognize the practical link between the two markets. Vanilla options are often used to hedge specific risks associated with one-touches. In fact, large banks risk-manage the two contracts in the same books. A demand for consistency therefore requires that vanilla and one-touch options are priced using the same model structure and equivalent martingale measure. This requirement allows for the subsequent analysis to be designed as an out-of-sample test. First and in accordance with previous studies, the models are calibrated to prices for vanilla options. While the resulting in-sample evidence is interesting in itself, the calibration primarily serves the purpose of selecting the equivalent martingale measure. Second, the models are applied to quoted prices for one-touch options. This approach allows for a number of interesting questions to be addressed. First, the structure of currency returns is inferred from a richer and more restrictive information set. Second, it is examined whether the vanilla and one-touch markets agree on the key ingredients of risk-neutral currency dynamics. Third and most relevant for practitioners, it is assessed whether a martingale measure identified in the vanilla market is accurate for the out-of-sample valuation of one-touch options.

The specification of currency returns follows a bottom-up approach. Specifically, I start from the basic pure diffusion model (Garman and Kohlhagen, 1983) and progressively enhance it by considering additional, possibly time-changed risk sources. This approach allows me to gauge the incremental benefit from hypothesizing more complex currency dynamics. Since countless option pricing models can be constructed by considering different constituent risk factors, I am guided by both practical and theoretical considerations to limit the scope of this article. First, option pricing models are selected that can be cast into the general framework of Carr and Wu (2004). Second, the focus lies on models that allow for an unbiased valuation of continuously monitored barrier contracts. This restriction precludes models where the joint extrema of two or more risk factors are unknown. Third, the modelling of the activity rate in currency markets is limited to the popular square root diffusion process of Cox, Ingersoll and Ross (1985). Finally, when modelling the distribution of jumps, I consider special cases
of the Lévy density proposed in Carr, Geman, Madan and Yor (2002) and Wu (2006). This jump structure is nested for example in the stochastic skew model of Carr and Wu (2007).

The results of this article suggest that the markets for vanilla and one-touch options convey different information on the dynamics of currency returns. For vanilla options, the goodness-of-fit is most accurate for a model comprising a time-changed diffusion and jumps with stochastic intensity. In contrast, one-touch option prices appear to reflect little jump risk: The best performance is achieved by the ordinary Heston (1993) model. Also, while the ranking of model performance implied by vanilla options is the same for both currency pairs examined, this is not the case for the one-touch market. Overall, the parsimony and yet strong performance of the Heston model make it an attractive choice. Two explanations for its supremacy are plausible: Either, the high activity in currency markets is best captured by diffusive price risk. Alternatively, the results are due to market makers’ quoting behavior. As the one-touch option data suggests, they tend to anchor their quotes to what the Black-Scholes model, itself a pure diffusion model, implies.

The remainder of this paper is organized as follows. Section 2 develops the various currency rate dynamics examined in this study. Section 3 presents the vanilla market data, elaborates on the calibration approach and presents in-sample evidence on model performance. Section 4 deals with the market for one-touch options. It provides detailed summary statistics of the data set, explains the valuation of one-touch options and shows the out-of-sample results. Section 5 concludes.

2 The Risk-Neutral Dynamics of Currency Pairs

2.1 Pure Diffusion Model

Let \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{Q})\) denote a filtered probability space with risk-neutral measure \(\mathbb{Q}\). Under measure \(\mathbb{Q}\), the Black and Scholes (1973) evolution of a currency pair, quoted as units of domestic currency (DOM) per one unit of foreign currency (FOR), is specified as

\[
S_t = S_0 e^{(r_d - r_f)t + (\sigma W_t - \eta t)},
\]

where \(r_f\) and \(r_d\) denote the foreign and domestic interest rates, \(W_t\) is a Brownian motion, \(\sigma\) a volatility parameter and \(\eta\) the corresponding convexity adjustment.
To compute prices for vanilla options, I make use of the Fourier cosine expansion method (COS) of Fang and Oosterlee (2008). This approach requires that the risk-neutral currency price dynamics are expressed in terms of the Fourier transform of the log returns $s = \log(S_t / S_0)$,

$$
\phi_s(u) = E^Q[e^{ius}] = e^{iu(r_d-r_f)t}E^Q[e^{iu(\sigma W_t - \eta t)}].
$$

By the Lévy-Khintchine Theorem, the Fourier transform of a generic Lévy process $Y_t$ with characteristic triplet $(\mu, \sigma^2, \nu)$ is given by

$$
\phi_{Y}(u) = E^Q[e^{iuY_t}] = e^{-\psi_{Y}(u)t},
$$

where $\psi_{Y}(u)$ is the characteristic exponent

$$
\psi_{Y}(u) = -iu\mu + \frac{1}{2}u^2\sigma^2 + \int_{\mathbb{R}} \left(1 - e^{iux} + iux1_{|x|<1}\right)\nu(x)dx.
$$

For the Black and Scholes (1973) model with triplet $(\eta, \sigma^2, 0)$, it follows that

$$
\phi_{D}^{s}(u) = e^{iu(r_d-r_f)t}e^{-\psi_{D}(u)t},
$$

where

$$
\psi_{D}(u) = \frac{1}{2}\sigma^2(u^2 + iu).
$$

2.2 Pure Jump and Jump-Diffusion Model

For the purpose of modelling a pure jump model, the risk-neutral currency dynamics are specified as

$$
S_t = S_0 e^{(r_d-r_f)t + (X_t - \zeta t)},
$$

where $X_t$ is a Lévy process with characteristic triplet $(0, 0, \nu)$ and $\zeta$ denotes the corresponding convexity adjustment. In this article, I consider jump structures that are encompassed by the process proposed in Carr, Geman, Madan and Yor (2002). The CGMY process has a Lévy density of the form

$$
\nu(x) = \begin{cases} 
C e^{-Mx} & x > 0 \\
C e^{-G|x|} & x < 0 
\end{cases},
$$

1See e.g. Bertoin (1996).

2Note that for currency pairs to obey the martingale property, it must hold that $\eta = \frac{1}{2}\sigma^2$. In general, the convexity-adjustment is obtained by evaluating the characteristic exponent of the Lévy process without drift at the negative imaginary unit $-i$. For details, see e.g. Wu (2008).
with $C, M, G > 0$ and $Y \in [-1, 2]$. $C$ determines the level of jump intensity, while $M$ and $G$ are tail-specific dampening factors. The parameter $Y$ classifies the jump structure into finite activity ($Y < 0$), infinite activity/finite variation and infinite variation ($Y \geq 1$).\(^3\) Two popular special cases are the finite activity model of Kou (2002) and the infinite activity variance gamma (VG) model of Madan and Seneta (1990) and Madan, Carr and Chang (1998). These models are characterized by restricting the activity parameter $Y$ to $-1$ and $0$ respectively. By the Lévy-Khintchine Theorem, the characteristic function of the log returns is

$$
\phi^J_s(u) = E^Q[e^{iuS_s}] = e^{iu(r_d-r_f)t}e^{-\psi^J(u)t},
$$

with characteristic exponents

$$
\psi^Kou^J(u) = iuC[(M - 1)^{-1} - M^{-1} + (G + 1)^{-1} - G^{-1}] - C[(M - iu)^{-1} - M^{-1} + (G + iu)^{-1} - G^{-1}]
$$

for the Kou and

$$
\psi^{VG^J}(u) = -iuC[\log(M - 1) - \log M + \log(G + 1) - \log G] + C[\log(M - iu) - \log M + \log(G + iu) - \log G]
$$

for the VG model.

Daal and Madan (2005) provide strong evidence that currency returns exhibit infinite activity. Therefore, I only consider the VG model as a representative for the pure jump models. In contrast, when jumps are nested in a more complex setting, I choose the finite activity model of Kou (2002). As will be explained in Section 4, this restriction is made in lieu of valuing the continuously monitored one-touch options.

Given the two building blocks for the pure diffusion and jump models, it is straightforward to device a jump-diffusion model with currency pair dynamics

$$
S_t = S_0 e^{(r_d-r_f)t+(\sigma W_t-\eta t)+(X_t-\zeta t)}.
$$

This model is analogous to Merton (1976) but with the distinct jump structure of Kou (2002). The characteristic function of the log return follows from combining the characteristic functions of the diffusion and jump components, i.e.

$$
\phi^JD_s(u) = e^{iu(r_d-r_f)t}e^{-\psi^{JD}(u)t},
$$

where

$$
\psi^{JD}(u) = \psi^{D}(u) + \psi^{Kou^J}(u).
$$

\(^3\)Technically speaking, a finite activity model is defined by $\int_{\mathbb{R}} v(x)dx < \infty$, while finite variation refers to the condition $\int_{\mathbb{R}}(1 \wedge |x|)v(x)dx < \infty$.  
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2.3 Stochastic Volatility

Stochastic volatility can stem from either time variation in the activity rate of the diffusion process, time variation in the jump intensity, or both. Following Carr and Wu (2004), I define a stochastic clock

$$\mathcal{T}_t = \int_0^t v_s ds,$$  \hspace{1cm} (15)

where $v_t$ denotes the activity rate in currency markets. Throughout this article, I make the popular assumption that the activity rate follows a Cox et al. (1985) square-root diffusion process

$$dv_t = \kappa(1 - v_t)dt + \sigma_v \sqrt{v_t} dW^v_t.$$  \hspace{1cm} (16)

$k$ specifies the mean reversion speed and $\sigma_v$ governs the volatility of the activity rate. The long-run activity parameter is normalized to one since the long-run variation of the underlying is identified through the volatility or jump intensity parameter in case of a diffusion or jump model.

First, I introduce stochastic volatility by running a pure diffusion component on the stochastic clock $\mathcal{T}_t$. The currency dynamics are specified as

$$S_t = S_0 e^{(r_d - r_f)t + (\sigma W_{\mathcal{T}_t} - \eta \mathcal{T}_t)},$$  \hspace{1cm} (17)

with $E(dW_tdW^v_t) = \rho dt$. Equations (16) and (17) constitute the renowned Heston (1993) stochastic volatility model. The Fourier transform of the log returns is given by

$$\phi_{SV}^{(D)}(u) = E^Q[e^{iuS_t}] = e^{iu(r_d - r_f)t} E^Q[e^{iu(\sigma W_{\mathcal{T}_t} - \eta \mathcal{T}_t)}].$$  \hspace{1cm} (18)

Carr and Wu (2004) show that under a suitable complex measure change, the problem of obtaining the Fourier transform of a time-changed Lévy process becomes one of solving the Laplace transform of the stochastic time $\mathcal{T}_t$. Formally,

$$\phi_{SV}^{(D)}(u) = e^{iu(r_d - r_f)t} \mathcal{L}_{\mathcal{T}_t}^M(\psi_D(u)),$$  \hspace{1cm} (19)

where $\mathcal{L}_{\mathcal{T}_t}^M$ refers to the Laplace transform of the stochastic time $\mathcal{T}_t$, $M$ is a new complex measure and $\psi_D(u)$ is the characteristic exponent in (6).\(^4\)

Alternatively, stochastic volatility is obtained by subordinating a VG process to the random clock in (15). This model, with currency dynamics

$$S_t = S_0 e^{(r_d - r_f)t + (X_{\mathcal{T}_t} - \zeta \mathcal{T}_t)},$$  \hspace{1cm} (20)

\(^4\)See Appendix A for some details.
has been proposed by Carr, Geman, Madan and Yor (2003). Following Carr and Wu (2004), the Fourier transform of the log return s is expressed as

$$\phi_s^{SV(J)}(u) = e^{iu(r_d-r_f)t} L_{\tilde{T}}^M(\psi^V_J(u)).$$

(21)

I consider two further models that combine the diffusion and jump components. The first may be viewed as an equivalent to Bates (1996). Its currency dynamics are given by,

$$S_t = S_0 e^{(r_d-r_f)t + (\sigma W_t - \eta T_t) + (X_t - \zeta t)}.$$  

(22)

The Fourier transform of the log return follows from combining the characteristic functions of the stochastic volatility and jump components, i.e.

$$\phi_s^{SV(D)J}(u) = e^{iu(r_d-r_f)t} L_{\tilde{T}}^M(\psi^D(u)) e^{-\psi^K_J(u)t}. $$

(23)

For the second model, the time change applies to both the diffusion and jump component, i.e.

$$S_t = S_0 e^{(r_d-r_f)t + (\sigma W_t - \eta T_t) + (X_t - \zeta T_t)}.$$  

(24)

Bates (2000) suggests a related model but with Gaussian jump structure. To obtain the characteristic function, the Laplace transform is applied to the characteristic exponent in (14),

$$\phi_s^{SV(JD)}(u) = e^{iu(r_d-r_f)t} L_{\tilde{T}}^M(\psi_{JD}(u)).$$

(25)

Under the acronyms SV1 and SV3, Huang and Wu (2004) consider variations of (22) and (24) for equity index options.

Figure 1 provides an overview of the models examined in this study. They are classified by whether they include a (time-changed) diffusion, (time-changed) jumps, or both. In general, the models increase in complexity as we move from the lower-left to the upper-right corner. The number of parameters including the initial state variable is indicated in brackets. In total, 7 different models are considered.
3 Calibrating the Models to the Vanilla Market

3.1 Data

Daily option quotes for EURUSD and USDJPY, quoted as FORDOM, are obtained from UBS, a major investment bank and market-maker in foreign exchange. The data comprises 7 quotes in the cross section for each the 1-month, 3-month, 6-month and 12-month maturity. This yields a total of 28 option quotes per currency pair and day. In the cross-section, the data set comprises quotes on delta-neutral straddles and 5-delta, 10-delta and 25-delta out-of-the-money (OTM) put and call options. The fact that 5-delta quotes are available should enhance our ability to identify the market-consistent martingale measure. Intuitively, 5-delta options reveal more refined information on the tail behavior than the more at-the-money (ATM) options. For example, Carr and Wu (2007) report difficulties in classifying the jump structure on the basis of a strike range delimited by 10-delta options. Because one-touch options are essentially contracts on threshold probabilities, the inclusion of 5-delta options is potentially important.

Since the data entails two currency pairs and 4 different maturities, the models can be challenged with regard to different implied volatility functions and term structures. For example, risk-neutral returns for USDJPY are highly skewed and do not to degenerate to normality with an increasing time horizon (see Figure 2). The stochastic volatility models of section 2.3 are well equipped to capture this slow decay. In contrast, models comprising jumps are at a comparable advantage in replicating the skew and kurtosis at the short horizon.
Figure 2: Exemplary Implied Volatility Functions
Exemplary implied volatility functions for 1-month and 12-month EURUSD and USDJPY, as recorded on January 2nd, 2008. The crosses mark the volatility quotes against their moneyness. The quotes have been connected by cubic spline interpolation.

The data set covers the period from January 2007 to August 2008. I have selected this period because liquidity has dried-up in the wake of the market turbulence in autumn 2008 and in particular the collapse of Lehman Brothers in mid-September. Currency spot rates for the same period are from Bloomberg. Since foreign exchange options are traded over the counter, daily interbank rates as published by the British Banker’s Association (BBA) are used. These rates are obtained from Datastream.

3.2 Calibration
The vector of parameters $\Theta_t$ is estimated by means of a search algorithm that minimizes the weighted sum of squared pricing errors

$$\Theta_t \equiv \arg \min_{\Theta_t} \sum_{i=1}^{N} w_i (O_{i,t} - \hat{O}_{i,t}(\Theta_t))^2.$$  \hspace{1cm} (26)

$N$ is the total number of quotes across the maturity and strike domain and $O_{i,t}$ and $\hat{O}_{i,t}(\Theta_t)$ denote the market and model option prices normalized by the spot rate.
at time $t$. I follow here the standard set by Carr and Wu (2003) and Huang and Wu (2004) and apply the minimization criterion to normalized option prices rather than implied volatilities. To avoid that the calibration is biased towards long-dated ATM options, Huang and Wu (2004) suggest a weighting matrix where the elements $w_i$ are set equal to the reciprocal of the variance of the corresponding option prices over the sample period.\footnote{See Huang and Wu (2004) for more details on this weighting scheme and the conditions under which it is optimal.}

Concerning the market option prices for each moneyness level and maturity, I first apply the Garman and Kohlhagen (1983) formula for currency options to map volatility quotes from delta to strike space. An important subtlety is the fact that option premiums for USDJPY are quoted in USD terms. For this reason, a so-called premium-adjusted delta convention applies (see Reiswich and Wystup, 2010). To obtain option prices, implied volatilities are transformed again by use of the Garman and Kohlhagen formula.

Model prices are obtained by means of the Fourier-cosine expansion method (COS) of Fang and Oosterlee (2008). Under this method, the price of a call option is expressed as

$$c(s, t) = e^{-r_d(T-t)} \sum_{k=0}^{N-1} \Re \left[ \phi \left( \frac{k\pi}{b-a} \right) e^{ik\pi \frac{s-a}{b-a}} \right] V_k,$$

where $N$ is the number of expansion terms, $\phi$ any of the characteristic functions from the previous section and $V_k$ a series of payoff-dependent coefficients. $a$ and $b$ denote truncation parameters, while $\sum'$ indicates that the first summation term only counts half. Details have been relegated to Appendix B. I choose the COS method over the more common Fast Fourier transform (FFT) approach of Carr and Madan (1999) for two reasons. First, the COS method is more efficient, i.e. it achieves the same pricing accuracy with considerably fewer summation terms (Fang and Oosterlee, 2008). Second, rather than interpolating from a discrete log-strike grid as is the case for the FFT method, option prices for arbitrary strikes can immediately be computed.

When a model features at least two state variables, it can be cast into a dynamic estimation framework which enforces model consistency through time.\footnote{See e.g. the estimation approach in Carr and Wu (2007).} However, in the current context, this approach has a number of drawbacks: First, not all models from the previous section satisfy the two-state-variable condition. Second, the approach naturally favours models with a larger number of state variables. Third, frequent parameter re-estimation appears to have established as today’s industry standard. Therefore,
results from dynamic estimation may be of limited interest to practitioners. In line with the estimation procedure in Carr and Wu (2003) and Huang and Wu (2004),\(^7\) I calibrate the models on a daily basis. Implicitly, a model is asked to consistently price the volatility surface on any given date, but not necessarily to be parameter-stable through time. With this approach, the initial state variable \(v_0\) can be used as an additional free parameter. At the initial estimation stage on January 2nd 2007, I support the calibration by manually fine-tuning the parameters based on a graphical inspection of the market and model implied volatility surfaces. On subsequent days, the previous-day parameter estimates are selected as an initial guess for the search.

3.3 In-Sample Evidence on the Structure of Currency Returns

Table 1 presents the EURUSD parameter estimates for the different models under consideration. The parameters reported are averages computed from the daily estimates for the period from January 2007 to August 2008. With regard to model performance, two statistics are considered. The mean absolute price error (MAPE) is computed as

\[
MAPE = \frac{1}{TN} \sum_{t=1}^{T} \sum_{i=1}^{N} \left| \frac{O_{i,t} - \hat{O}_{i,t}}{O_{i,t}} \right|
\]  

(28)

where the first summation indicates that an average is taken over all daily observations. I further report a statistic that is based on a comparison of the model implied volatility surface and the volatility quotes observed in the market. Specifically, I transform the model prices \(\hat{O}_{i,t}\) into \(\hat{\sigma}_{i,t}\) and compute

\[
MAVPD = \frac{1}{TN} \sum_{t=1}^{T} \sum_{i=1}^{N} \left| \sigma_{i,t} - \hat{\sigma}_{i,t} \right|
\]  

(29)

where MAVPD denotes 'mean absolute vol point deviation'.

Among the different specifications, the pure jump VG model attains the worst performance. The model has an average MAPE and MAVPD of 17.2% and 0.52.\(^8\) Contrary to the findings of Daal and Madan (2005), the jump-diffusion model with finite jump activity considerably improves upon this performance. Both the MAPE and MAVPD drop by about 60%. A still better fit is obtained for the pure diffusion stochastic volatility model SV(D). Its MAPE and MAVPD are 3.5% and 0.09. The initial activity rate \(v_0\) is below 1, which implies that the average volatility term structure

\(^7\)See also the seminal paper of Bakshi, Cao and Chen (1997).

\(^8\)In line with the common volatility quoting convention, I omit the percentage sign for the MAVPD statistic.
Table 1: EURUSD Parameter Estimates and Model Performance

EURUSD parameter estimates and summary statistics for the different models. The parameter estimates refer to averages over the sample period from January 2007 to August 2008. MAPE and MAVPD denote the 'mean absolute price error' and 'mean absolute volatility deviation'.

<table>
<thead>
<tr>
<th></th>
<th>VG</th>
<th>JD</th>
<th>SV(D)</th>
<th>SV(J)</th>
<th>SV(D)J</th>
<th>SV(JD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>σ</td>
<td>- 7.3%</td>
<td>9.1%</td>
<td>- 4.4%</td>
<td>6.3%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>κ</td>
<td>-</td>
<td>- 2.50</td>
<td>1.67</td>
<td>0.78</td>
<td>1.57</td>
<td></td>
</tr>
<tr>
<td>σ_ν</td>
<td>-</td>
<td>3.24</td>
<td>2.52</td>
<td>8.47</td>
<td>2.54</td>
<td></td>
</tr>
<tr>
<td>ρ</td>
<td>-</td>
<td>-0.04</td>
<td>-0.02</td>
<td>-0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ν₀</td>
<td>-</td>
<td>0.83</td>
<td>0.87</td>
<td>34.4</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>230.0</td>
<td>2.3</td>
<td>- 101.4</td>
<td>291.4</td>
<td>3170.4</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>243.5</td>
<td>10.6</td>
<td>- 132.8</td>
<td>101.8</td>
<td>318.2</td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>264.4</td>
<td>12.6</td>
<td>- 177.5</td>
<td>79.3</td>
<td>147.9</td>
<td></td>
</tr>
<tr>
<td>MAPE</td>
<td>17.2%</td>
<td>6.7%</td>
<td>3.5%</td>
<td>4.7%</td>
<td>2.9%</td>
<td>2.0%</td>
</tr>
<tr>
<td>MAVPD</td>
<td>0.52</td>
<td>0.22</td>
<td>0.09</td>
<td>0.13</td>
<td>0.09</td>
<td>0.06</td>
</tr>
</tbody>
</table>

is upward sloping. The correlation parameter of -0.04 suggests that the EURUSD implied volatility function tends to exhibit little skew. When stochastic volatility is introduced via jumps, the MAPE and MAVPD are 4.7% and 0.13. In line with the findings of Huang and Wu (2004), the pricing errors for the SV(J) are larger than for the SV(D) model. A comparatively strong performance is achieved when the pure diffusion stochastic volatility model is combined with Kou jumps. However, the SV(D)J model exhibits a disturbingly large initial activity rate. With a MAPE and MAVPD of only 2.0% and 0.06, the best performance is achieved by the SV(JD) model. This finding should not surprise, since it offers the most flexible specification. In accordance with the presumably high activity in currency markets, its jump intensity parameter C is far larger compared to the JD or SV(D)J model.

Table 2 presents the results for USDJPY. In general, the average pricing errors suggest that it is much harder to capture the volatility surface of a skewed currency pair. As for EURUSD, the VG model performs worst, with a MAPE and MAVPD of 23.1% and 1.06. Undoubtedly, the results of this section recommend against the use of the VG model as a self-contained pricing paradigm. Contrary to the findings for EURUSD, the performance is not materially different for the JD model. On the other hand, the SV(D) model is again very successful in reducing average pricing errors. Its MAPE and MAVPD are 6.5% and 0.24 or about 75% lower compared to the VG model. The parameter estimates suggest that the USDJPY implied volatility surface is highly skewed to the downside \( \rho = -0.57 \) and negatively sloped in the time-dimension \( \nu_0 = 1.37 \). The SV(J) model fails to adequately reflect these stylized facts. The initial activity rate seems unnaturally high while the jump intensity C is very low.
Table 2: USDJPY Parameter Estimates and Model Performance

USDJPY parameter estimates and summary statistics for the different models. The parameter estimates refer to averages over the sample period from January 2007 to August 2008. MAPE and MAVPD denote the 'mean absolute price error' and 'mean absolute vol point deviation'.

<table>
<thead>
<tr>
<th></th>
<th>VG</th>
<th>JD</th>
<th>SV(D)</th>
<th>SV(J)</th>
<th>SV(D)J</th>
<th>SV(JD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma$</td>
<td>-</td>
<td>5.9%</td>
<td>10.0%</td>
<td>-</td>
<td>9.8%</td>
<td>8.7%</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>-</td>
<td>-</td>
<td>2.36</td>
<td>0.65</td>
<td>1.56</td>
<td>1.42</td>
</tr>
<tr>
<td>$\sigma_v$</td>
<td>-</td>
<td>-</td>
<td>4.20</td>
<td>9.33</td>
<td>4.26</td>
<td>3.23</td>
</tr>
<tr>
<td>$\rho$</td>
<td>-</td>
<td>-</td>
<td>-0.57</td>
<td>-</td>
<td>-0.66</td>
<td>-0.73</td>
</tr>
<tr>
<td>$v_0$</td>
<td>-</td>
<td>-</td>
<td>1.37</td>
<td>2970.1</td>
<td>1.41</td>
<td>1.23</td>
</tr>
<tr>
<td>C</td>
<td>13.1</td>
<td>4.7</td>
<td>-</td>
<td>0.6</td>
<td>525.2</td>
<td>578.1</td>
</tr>
<tr>
<td>G</td>
<td>20.2</td>
<td>7.0</td>
<td>-</td>
<td>21.8</td>
<td>250.0</td>
<td>186.6</td>
</tr>
<tr>
<td>M</td>
<td>41.0</td>
<td>37.5</td>
<td>-</td>
<td>45.2</td>
<td>651.2</td>
<td>133.4</td>
</tr>
<tr>
<td>MAPE</td>
<td>23.1%</td>
<td>21.8%</td>
<td>6.5%</td>
<td>19.6%</td>
<td>5.9%</td>
<td>5.8%</td>
</tr>
<tr>
<td>MAVPD</td>
<td>1.06</td>
<td>1.03</td>
<td>0.24</td>
<td>0.85</td>
<td>0.23</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Of course, the former makes up for the latter, but apparently without success. Both the SV(D)J and SV(JD) models perform well, this time with little difference between the two. Two major findings emerge: First, when the implied volatility skew is large, allowing for correlation between the spot and variance risk factor is important. For the JD or SV(J) model where this feature is ruled out, a large discrepancy between the EURUSD and USDJPY pricing performance is observed. As a consequence, diffusive price risk is a key component of risk-neutral currency dynamics. Second, while offering a strong performance, the SV(D) model is still enhanced when jumps are included. The impact of a time-varying jump intensity is thereby larger for a moderately skewed currency pair.

4 Evidence from One-Touch Options

In this section, the out-of-sample tests on the one-touch option market are presented. To fix matters, let $H(S_u, B, T)$ denote the event of a barrier crossing,

$$H(S_u, B, T) := 1_{\tau_B < T}, \quad \tau_B := \inf\{u \geq 0 : \phi S_u \leq \phi B, \quad 0 < u < T\}$$ (30)

where B denotes the barrier level and $\phi \in \{-1, 1\}$ is an indicator variable corresponding to an upper and lower barrier. Measured in domestic currency, the value of a one-touch option paying at expiry one unit of domestic currency is given by

$$G(S_u, B, T) = e^{-rdT} E^Q[H(S_u, B, T), \quad 0 < u < T].$$ (31)

One-touch options in foreign exchange are quoted in terms of (31), i.e. as a percentage discounted hit probability. For EURUSD and USDJPY, the convention is to
quote one-touches in foreign units, i.e. EUR in the first and USD in the second case. This requires the modification

\[ G(S_u, B, T) = e^{-r_f T} E^Q[H(S_u, B, T)] B E^Q[e^{(r_d - r_f)(T - \tau_B)}] / S, \]   \hspace{1cm} (32) 

since the value of one unit of foreign currency at the barrier level is different from today’s spot price. The second expectation in (32) is the forward value of the foreign currency unit contingent upon a barrier event. Under the Black-Scholes model assumptions, (31) and (32) can be solved analytically.\(^9\) I refer to the corresponding values as the unskewed theoretical value (TV). In case of the more complex models, the expectations need to be evaluated using numerical techniques.

The interbank market for one-touch options is organized as a broker market. A bank with an open interest asks a broker to obtain quotes from other market makers. For this purpose, the bank and the broker, and subsequently any of the market makers willing to show a quote, seek mutual agreement on the interest rates, the reference spot price and the reference volatility, and thus the unskewed TV. This mutual agreement ensures that the parties involved talk about the same contract. When a quote is shown, it remains binding unless spot and volatility change considerably.\(^10\) The parties involved are kept updated about the most recent bid-offer spread, and they may choose to improve their quote. They remain anonymous throughout the process, and only those parties whose bid and offer finally match get informed about the counterparty they are dealing with.

4.1 Data and Biases

Quotes on EURUSD and USDJPY one-touches are received from the same source as the vanilla data. The period under consideration ranges from January 2007 to August 2008. The quotes have been observed in the interbank market, where access is granted only to sophisticated market makers, primarily the major investment banks. The interbank market for one-touch options is highly liquid. To further enhance the quality of the data, several filters are applied: First, to match the maturities of the vanilla options, one-touches with a tenor shorter than three weeks and longer than one year are dismissed. Second, obviously erroneous records, e.g. those where the bid is above the ask price, are excluded. Third, while the reference spot price and volatility are given, the mutually-agreed interest rates are not observed. In general, these rates will be somewhat different from the BBA interbank rates used for this study. To avoid

\(^9\)A brief exposition along with the explicit pricing formulae is given in Appendix C.
\(^10\)One-touch options are traded simultaneously with a delta and vega hedge. Therefore, large deviations from the reference spot price and volatility must occur to warrant a cancellation of a quote.
that the results are affected by this subtlety, I compare the unskewed TV based on the BBA interest rates with the reference TV recorded in the data set. One-touches where this difference is larger than 1\% are dismissed. After applying all filters, 587 quotes for EURUSD and 519 quotes for USDJPY remain.

Figure 3: One-Touch Option Data

Summary statistics for the one-touch option data. For both currency pairs, the figure reveals the distribution of the one-touch option quotes in the time and moneyness dimension, where moneyness is proxied by the unskewed theoretical value.

Figure 3 reveals summary statistics for the one-touch data under examination. The upper panels show the distribution of contract terms over the admitted range from three weeks to one year. For both EURUSD and USDJPY, there are peaks at the 1-month, 3-month, 6-month and 12-month tenor. Although one-touches trade over-the-counter, these maturities are standard. The lower panels show the distribution of one-touch quotes in terms of unskewed TV: At the center of each plot is the spot rate. Upside and downside one-touches are distributed to the right and left, where upside (downside) refers to the case when the barrier lies above (below) the spot rate at trade date. Since the unskewed TV roughly corresponds to the hit probability, it may be interpreted as a measure of moneyness. For EURUSD, 65.4\% (34.6\%) of the quotes correspond to upside (downside) one-touches. Figure 3 shows that most of them...
concentrate in the tails: Roughly 53% have a TV below 20%. Out of the 587 quotes, 169 or about 29% are traded prices. For the remainder, the average (maximum) bid-ask spread is 1.00% (4.00%). For USDJPY, the distribution between upside (45.5%) and downside (54.5%) is more even. 62% of the quotes have a TV below 20%. About 21% or 109 quotes are traded prices. For the others, the average (maximum) bid-ask spread is 1.59% (5.25%).

Figure 4: Black-Scholes Model Biases in One-Touch Options
EURUSD and USDJPY valuation biases for the Black-Scholes model across maturities and in the moneyness dimension. Biases are computed as market minus model-implied prices.

The horizontal axis corresponds to the unskewed (Black-Scholes) TV.

Figure 4 provides an overview of the relation between market and Black-Scholes model prices, where the latter are computed using the reference volatility from the data set. For each panel, the vertical axis shows the valuation bias, measured as the mid-market quote minus the unskewed TV. Each cross corresponds to a single one-touch option. The upper panels show the biases across maturities, while the lower panels plot them against the unskewed TV.

The lower-left panel shows that for EURUSD, low TV one-touches, whether upside or downside, trade considerably above the unskewed TV. This finding suggests that for
barriers far away from spot, traders assign a higher hit probability than is implied by the Black-Scholes model. In contrast, one-touches with an unskewed TV above 20% tend to trade at a "discount". For USDJPY, the lower-right panel shows that low TV downside one-touches trade up to 8% above the unskewed TV. On the other hand, the Black-Scholes model overestimates the market price of upside one-touches. These facts imply an above normal concentration of risk-neutral probability mass in the lower tail. For both currency pairs, the bias pattern observed in the moneyness dimension has been remarkably stable for the period from January 2007 to August 2008. One reason for this finding may be that traders anchor their quotes to the Black-Scholes TV: To obtain market prices, they seemingly adjust the unskewed TV by a TV-dependent mark-up. Contrary to the moneyness dimension, the valuation biases are mostly unrelated to the maturity of the one-touches (upper panels).

4.2 Calibration, Pricing and Numerical Issues

The various models are applied to the one-touch data set in a manner that is consistent with industry practice. On each date where one or more one-touch quotes are available, the parameter estimates from calibrating the models to the vanilla surface are recalled. One problem is that while the vanilla data is recorded at the end of a trading day, i.e. 2pm eastern time, the one-touch quotes may be from any time during the day. To account for this intra-day mismatch, I linearly interpolate the delta-neutral vanilla quotes and select the quote that corresponds to the tenor of the one-touch option. Next, a parallel-shift to the implied volatility surface is applied such that the interpolated vanilla quote coincides with the one-touch reference volatility. The models are recalibrated to this adjusted curve, using the same-day vanilla parameters as the starting values for the search algorithm.

With the exception of the VG model, all the models feature multiple sources of randomness. Given the resultant complexity, Monte Carlo simulation is particularly suitable to evaluate the expectation in (32). Trajectories of spot prices are directly obtained from (7) for the VG, (12) for the jump-diffusion, (17) for the Heston, (20) for the stochastic jump intensity, (22) for the jump-enhanced stochastic volatility and (24) for the stochastic jump-diffusion model. I discretize the time line using an equidistant calendar-time grid with one spot realization per day. To price a single one-touch option, I simulate 150k sample paths. This number ensures that the sample standard deviation for a one-touch price is in the vicinity of 0.10% or slightly below.

To simulate trajectories for the activity rate, I discretize the square-root diffusion process in (16) using the Euler scheme. This choice is justified by Higham and Mao.
(2005), who show that the scheme converges strongly as the time step goes to zero. One problem though with the Euler discretization is the chance of negative activity rates, which would imply that business time moves backwards. To circumvent this problem, Lord, Koekkoek and van Dijk (2010) suggest a full truncation scheme which they show to be superior relative to other commonly used discretization approaches. While I have alternatively considered the unbiased algorithm of Broadie and Kaya (2006) and the quadratic-exponential scheme of Andersen (2008), it turns out that for the step size used in this study, the full truncation scheme of Lord et al. offers the best accuracy-speed trade-off.

When simulating spot trajectories, the chosen grid step size is too coarse to provide accurate prices for the continuously monitored one-touch options. For example, comparing simulated and analytical Black-Scholes TVs, the average simulation bias over all EURUSD one-touches is approximately -1.9% (the average analytical TV is 22.3%). The reason for this bias is that the true extrema almost surely lie between the grid points and are thus ignored. For a Brownian motion, Beaglehole, Dybvig and Zhou (1997) propose to simulate a Brownian bridge from the known distribution of extrema to connect adjacent grid points. Ribeiro and Webber (2006) extend this result to the class of models which can be represented as time-changed Brownian motion. This includes the VG jump model, which may be expressed as a Brownian motion subordinated to a gamma clock. To the best of my knowledge, no comparable result is available for the joint maximum or minimum distribution of two or more general Lévy processes. This fact precludes, for example, the simulation of unbiased prices for the stochastic skew model of Carr and Wu (2007). Furthermore, it restricts jumps to the finite activity class when they are combined with a diffusion term.\footnote{When jumps exhibit finite activity, the equidistant grid can be augmented by simulated jump times. Brownian bridge sampling can then be applied to this extended grid.} Since the models from Section 2 have been selected on these grounds, the results of Ribeiro and Webber apply for all models. Safe for the approximation error mentioned in their paper, simulated one-touch prices are unbiased.

Simulation of the Brownian risk factors is straightforward. I refer to Glasserman (2004) for a general reference. In case of the pure jump VG model, I simulate $X_t$ using the well-known subordinator representation. The simulation of Kou jumps is cast into a compound Poisson framework. Some details are revealed in Appendix D.
4.3 Results

Analogous to Figure 4, Figure 5 shows the EURUSD valuation biases for the various models under examination. Since the pricing errors for the Black-Scholes model were unrelated to maturity, the focus lies on the moneyness dimension. As before, biases are calculated as the mid-market minus the model-implied prices. The horizontal axis refers to the unskewed (Black-Scholes) TV. To facilitate interpretation, I have augmented the charts with a Gaussian kernel estimate of the pricing bias using a bandwidth of 10% (black line).

**Figure 5: EURUSD Pricing Errors**

EURUSD pricing performance for the various models. The pricing bias (vertical axis) is depicted against the unskewed TV (horizontal axis), with downside and upside one-touch options (crosses) being plotted left and right of the center. A kernel estimate of the pricing biases is given by the black line.

The VG model (upper-left panel) provides fairly accurate prices for low TV upside and downside one-touches. However, when the unskewed TV is above 10%, the model severely overestimates the market prices. Moreover, the dispersion of pricing errors is large. For example, for upside one-touch options with a TV of approximately 30%, pricing errors range between plus and minus 10%, meaning that the model-implied TV is anywhere between 20% and 40%. For practitioners, this degree of precision is not acceptable. The jump-diffusion model (upper-middle panel) improves on both accounts: The valuation bias (black line) is closer to zero and the dispersion of pricing errors is smaller. However, the model tends to underestimate market prices in the extreme tails. This bias is corrected by the Heston model (upper-right panel). No
evident biases are observed for downside and low TV upside one-touch options. A similarly good performance is observed for the stochastic jump intensity model (lower-left panel). When the Heston model is augmented with Kou jumps (lower-middle panel), it tends to underestimate market prices for moderate and high TV one-touches. This pattern is aggravated when the jumps are sampled from a model with stochastic jump intensity (lower-right panel). Therefore, the sophisticated models perform considerably worse out-of-sample than their more parsimonious counterparts.

Figure 6 shows the valuation biases for USDJPY. The VG model (upper-left panel) exhibits large biases for downside one-touch options and large pricing error dispersion for contracts where the barrier lies above the spot rate. Compared to EURUSD, the average bias has a positive sign, i.e. the model underestimates the probability of a barrier event. The jump-diffusion model (upper-middle panel) somewhat reduces the pricing error dispersion for upside one-touches. However, the downside biases are as pronounced as for the VG model. The Heston model (upper-right panel) removes most of these biases and is very accurate in general. Contrary to the findings for EURUSD, the performance of the stochastic jump intensity model (lower-left panel) closely resembles the VG model performance. In particular, the model shares a large bias for

\[12\] Note that the scale is different compared to Figure 4 and Figure 5.
moderate and high TV one-touch options in the lower tail. The sophisticated $SV(D)J$ and $SV(JD)$ models (lower-middle and lower-right panels) reveal a bias pattern that is similar to the Heston model. They provide approximately unbiased prices for downside one-touches but tend to underestimate market prices for moderate TV upside barrier contracts.

To allow for a more precise assessment of model performance, Table 3 sorts one-touch options into different moneyness buckets. Specifically, it is distinguished between upside and downside one-touches with an unskewed TV below 10%, between 10% and 20% and above 20%. The very-left column reveals the number of quotes $n$ in each bucket. The remaining columns show the 'mean absolute price error' (MAPE) in percentage terms, now defined as

$$MAPE = \frac{1}{n} \sum_{i=1}^{n} |O_{i,t} - \hat{O}_{i,t}|.$$  

For EURUSD, the Heston model has the lowest overall MAPE (0.87%). This performance is closely matched by the stochastic jump intensity model (0.94%), while the next best model ($SV(D)J$) performs considerably worse. Compared to Black-Scholes, the $SV(D)$ and $SV(J)$ models reduce the MAPE by about 54% and 50%. If the various moneyness buckets are viewed in isolation, it holds that in all except one instance, the Heston model comes first, followed by the $SV(J)$ model. The overall improvement of the valuation performance relative to Black-Scholes is very modest for the jump-diffusion (0.5%) and the jump-augmented stochastic volatility models (3%). Most surprisingly, the sophisticated $SV(JD)$ model exhibits an average absolute pricing error in excess of Black-Scholes. The overall performance of the $SV(JD)$ model may be driven by its inability to mirror prices for upside one-touches with a TV between 20% and 100%. In contrast, all models perform superior versus Black-Scholes for one-touch options in the 10% upside and downside tail buckets.

For USDJPY, the best valuation performance is again achieved by the Heston model. It has a MAPE of 1.63%, which amounts to an error reduction of approximately 61% relative to Black-Scholes. Contrary to the findings for EURUSD, the $SV(JD)$ model provides a good fit. In particular, the model exhibits the smallest MAPE for downside one-touches with a TV below 20%. Thus, the model is well suited to capture a fat-tailed left distribution that is usually characteristic of equity markets. The $SV(J)$ model is accurate for pricing low TV upside one-touches, but fails to properly reflect the remainder. Both the VG and the jump-diffusion models attain an MAPE that is larger compared to Black-Scholes, although they provide fairly accurate prices for upside one-touches with a TV below 20%.
Table 3: Pricing Errors by Moneyness Bucket

Pricing errors for the different models grouped by moneyness buckets. n in the far-left column reveals the number of quotes per bucket. The letters U and D refer to upside and downside option quotes. The pricing errors are computed as the percentage absolute pricing bias.

To draw robust conclusions on the fine structure of currency returns, the models are formally compared on the basis of the 'mean absolute price error' difference. For models j and k, t-statistics on the MAPE are computed as

$$t_{stat} = \frac{MAPE_j - MAPE_k}{\hat{\sigma}(APE_{j,i} - APE_{k,i})}.$$  \hspace{1cm} (34)

A non-significant t-statistic suggests that model j and k provide a similar fit to the market for one-touch options. Since the series \((APE_{j,i} - APE_{k,i})\) is likely to be autocorrelated, \(\hat{\sigma}(APE_{j,i} - APE_{k,i})\) is computed using the Bartlett estimate as propose by Newey and West (1987). To determine the number of lags, I plot autocorrelation functions and set the number of lags equal to the first non-significant autocorrelation number. Table 4 reads as follows: The entry in row j and column k show the difference in MAPE for a performance comparison of model j and k. A positive number suggests that model k, i.e. the column model, is superior. Asterisks indicate significance. The lower triangular matrix is empty because it simply mirrors the statistics shown in the upper triangle.

The first row of Table 4 shows that for EURUSD, the Black-Scholes model outperforms the VG and SV(JD) model on a 1% and 5% confidence level, respectively. In contrast, the model’s performance is indistinguishable from the JD and SV(D)J,
and is significantly worse than the performance of the $SV(J)$ and $SV(D)$ models. The jump-diffusion model is on par with the more sophisticated $SV(D)J$, but significantly worse than the stochastic volatility and jump intensity models. The supremacy of Heston is significant on a 10% level versus the stochastic jump intensity model and highly significant versus the remainder. For USDJPY, the Black-Scholes model outperforms the VG and the jump diffusion models on a 1% confidence level, but is outperformed by all models comprising a time-changed diffusion. The USDJPY one-touch market is the only place where I find similar evidence as Daal and Madan (2005), who report superior performance for the VG versus the jump-diffusion model. One reason for this seemingly contradictory finding may be that I employ a Kou rather than a Gaussian jump structure. For USDJPY, the superior performance of the Heston model is significant on a 1% level against all models. In contrast, the $SV(J)$ model is just on par with Black-Scholes and significantly worse than the jump models comprising a time-changed diffusion.

Several key findings emerge. First, the unique characteristics of currency pairs may require a distinct modelling of risk-neutral currency dynamics. For USDJPY, both the in- and out-of-sample results emphasize the importance of including a time-changed diffusion: By allowing currency returns and variance to be negatively correlated, the USDJPY skew is captured well. For EURUSD, where strong performance is also reported for the stochastic jump intensity model, this feature seems less important. Second and
irrespective of the $SV(J)$’s performance, I conclude that a time-changed diffusion is an indispensable ingredient of risk-neutral currency dynamics, while models without a time-changed risk factor should be discouraged. Most notably, the $SV(D)$ model provides the best fit for both EURUSD and USDJPY one-touches, even though it came only third in replicating the vanilla surface. Third, while the same ranking of model performance was obtained in-sample for EURUSD and USDJPY, this is no longer true for the one-touch option market. For example, the $SV(JD)$ model does well in capturing the stylized facts of USDJPY, but provides a relatively poor fit for EURUSD. One problem in this context is certainly the danger of overfitting. Still, I conjecture that the vanilla and one-touch market need not necessarily agree on the structure of currency returns. In particular, the prices for one-touch options appear to reflect little jump risk, while the same can not be said for the vanilla market. For practitioners, this finding has potentially far-reaching implications. Either they include exotic derivatives when calibrating a model so as to enforce consistency or they keep currency dynamics simple. Given the solid performance of the Heston model also for the vanilla market, modelling risk-neutral currency dynamics as a time-changed diffusion is a reasonable choice.

The source of the strong relative performance of the $SV(D)$ model remains subject to speculation, but two hypotheses can be put forward. Either it may be that risk-neutral currency dynamics, as implied by the one-touch option data, exhibit infinite variation. While a Brownian motion is characterized by infinite variation, the jump processes considered in this study are not. If we imagine an overall risk budget that is allocated, through the process of calibration, to the various risk factors, then the models comprising jumps will partially fail to reproduce the stylized facts. This interpretation is supported by the average volatility parameter estimates from Table 1 and Table 2. Since the parameters tend to be smaller for the models comprising jumps, the contribution of the diffusive factor to overall model-implied risk is diminished. Alternatively, the superior performance of the Heston (1993) model is the result of the aforementioned use of the Black-Scholes value as a reference price. Such behavior by traders is likely to favor a diffusive risk specification, since the Black-Scholes model itself is a diffusion model.

5 Conclusion

Within the framework of Carr and Wu (2004), I have specified a range of option pricing models to determine the key ingredients of risk-neutral currency dynamics. Currency
dynamics are specified as pure or time-changed diffusion, pure or time-changed jumps, or both. The models have been calibrated to a set of vanilla option quotes and subsequently applied to obtain prices for one-touch options.

In-sample evidence from calibrating the models to vanilla options favors complex specifications including a time-changed diffusion and jumps. This finding is consistent with the previous literature. In contrast, the comparably simple Heston (1993) model provides the best fit for the one-touch options. Both markets agree on the minimum requirement that risk-neutral currency dynamics should comprise a time-changed diffusive risk factor. However, they do not agree on whether jumps should be included. More generally, a ranking of model performance yields different results for the two markets. Therefore, caution is warranted when drawing inference from the vanilla market and transferring it to the valuation of one-touch options.

Augmenting risk-neutral currency dynamics with jumps may still be sensible if the focus lies on pricing very short-dated options. The shortest maturity examined in this study is one month for vanilla and three weeks for one-touch options. Hence, no conclusions can be drawn for the very front-end of the volatility term structure. However, given the robust performance of the parsimonious Heston model in both markets, the practitioner has good reasons to prefer it over more complex specifications.
6 Appendix

A Measure Change and Laplace Transform

This Appendix draws on Carr and Wu (2004). Consider, by example, the Fourier transform in (18). Define the Radon-Nikodym derivative for a measure change from $Q$ to $M$ as

$$\frac{dM}{dQ} = e^{iu\sigma W_T - iu\eta T + \psi_D(u)T}. \quad (A.1)$$

From $E_Q[x] = E_M[x dQ/dM]$ it follows that

$$E_Q[e^{iu(\sigma W_T - \eta T)}] = E_M[e^{iu(\sigma W_T - \eta T)}] = E_M[e^{-\psi_D(u)T}] = L^M_T(\psi_D(u)). \quad (A.2)$$

The same argumentation applies for the models in (20), (22) and (24). Except for the stochastic jump intensity model, the measure change has implications for the drift of the activity rate process in (16). Wu (2008) shows that under $M$, the activity rate process becomes

$$dv_t = (\kappa - \kappa^M v_t)dt + \sigma_v \sqrt{v_t}dW^v_t, \quad (A.3)$$

with $\kappa^M = \kappa - iu\sigma\sigma_v\rho$.

To solve the Laplace transform in (A.2), Carr and Wu (2004) substitute for the stochastic clock, i.e.

$$L^M_T(\psi_D(u)) = E_M[e^{-\psi_D(u)\int_0^t v(s)ds}]. \quad (A.4)$$

What is inside the expectation operator bears much resemblance with the pricing formula for a zero coupon bond. Since the activity rate is modeled as a square-root diffusion process, the solution approach from Cox et al. (1985) applies.\(^{13}\) Formally,

$$L^M_T(\psi_D(u)) = e^{-a(t)-b(t)v_0}, \quad (A.5)$$

where

$$b(t) = \frac{2\psi_D(u)(1 - e^{-\gamma t})}{2\gamma - (\gamma - \kappa^M)(1 - e^{-\gamma t})}, \quad (A.6)$$

$$a(t) = \frac{\kappa}{\sigma_v^2} \left[ 2\log \left(1 - \frac{\gamma - \kappa^M}{2\gamma}(1 - e^{-\gamma t})\right) + (\gamma - \kappa^M)t \right], \quad (A.7)$$

and

$$\gamma = \sqrt{(\kappa^M)^2 + 2\sigma_v^2\psi_D(u)}. \quad (A.8)$$

\(^{13}\)See also Ingersoll (1987).
B Option Pricing via Fourier-cosine Expansion

This appendix follows Fang and Oosterlee (2008). On a finite interval \([a, b]\), the cosine expansion of the density function of the log return \(s\) reads as

\[
f(s) = \sum_{k=0}^{\infty} A_k \cos \left( k\pi \frac{s-a}{b-a} \right),
\]

where the coefficients \(A_k\) are given by

\[
A_k = \frac{2}{b-a} \int_{a}^{b} f(s) \cos \left( k\pi \frac{s-a}{b-a} \right) ds.
\]

From the Fourier transform \(\phi(u) = \int_{\mathbb{R}} e^{ius} f(s) ds \approx \int_{a}^{b} e^{ius} f(s) ds\) and the fact that \(\text{Re} \left[ e^{i\theta} \right] = \cos(\theta)\), it follows that

\[
A_k \approx \frac{2}{b-a} \text{Re} \left[ \phi \left( \frac{k\pi}{b-a}, s \right) e^{-i\frac{k\pi s}{b-a}} \right].
\]

The risk-neutral price of a call option may be represented in terms of the density function, i.e.

\[
c(s, t) = e^{-rd(T-t)} \int_{\mathbb{R}} c(y, T) f(y \mid s) dy \approx e^{-rd(T-t)} \int_{a}^{b} c(y, T) f(y \mid s) dy,
\]

where \(c(.)\) is the option payoff function, \(y\) is the log return at expiry and \(f(y \mid s)\) is the conditional density of \(y\) given \(s\). Substituting for the density, interchanging summation and integration, and truncating the summation at \(N\) yields

\[
c(s, t) = e^{-rd(T-t)} \sum_{k=0}^{N-1} \text{Re} \left[ \phi \left( \frac{k\pi}{b-a}, s \right) e^{ik\pi \frac{s-a}{b-a}} \right] V_k,
\]

where \(V_k = \frac{2}{b-a} \int_{a}^{b} c(y, T) \cos \left( k\pi \frac{y-a}{b-a} \right) dy\) are the cosine series coefficients of the terminal payoff \(c(y, T)\). For a call option with payoff \(c(y, T) = [K (e^y - 1)]^+\), they are given by

\[
V_k = \frac{2}{b-a} K \left[ \chi_k(0, b) - \psi_k(0, b) \right],
\]

where

\[
\chi_k(c, d) = \frac{1}{1 + (\frac{k\pi}{b-a})^2} \left[ \cos \left( k\pi \frac{d-a}{b-a} \right) e^d - \cos \left( k\pi \frac{c-a}{b-a} \right) e^c + \frac{k\pi}{b-a} \sin \left( k\pi \frac{d-a}{b-a} \right) e^d - \frac{k\pi}{b-a} \sin \left( k\pi \frac{c-a}{b-a} \right) e^c \right]
\]

\[
\psi_k(c, d) = \begin{cases} \frac{k-a}{k\pi} \left[ \sin \left( k\pi \frac{d-a}{b-a} \right) - \sin \left( k\pi \frac{c-a}{b-a} \right) \right] & k \neq 0 \\ d - c & k = 0 \end{cases}
\]
C One-Touch Option Prices when Currency Pairs Follow a Geometric Brownian Motion

Consider the model in (1) with convexity adjustment \( \eta = \psi_{BS}(-i) = -\frac{1}{2}\sigma^2 \), i.e.

\[
S_t = S_0 e^{(r_d - r_f - \frac{1}{2}\sigma^2)t + \sigma W_t}. \tag{C.1}
\]

Define a drift variable \( \theta = \frac{1}{\sigma}(r_d - r_f - \frac{1}{2}\sigma^2) \) and set

\[
S_t = S_0 e^{\sigma \hat{W}_t}, \tag{C.2}
\]

where \( \hat{W}_t = \theta t + W_t \) is a Brownian motion with drift. Consider a one-touch with upper barrier level \( B \). The first passage time to \( B \) is defined as

\[
\tau_B = \inf\{u \geq 0 : S_u = B\} = \inf\{t \geq 0 : \hat{W}_t + \theta t = \frac{1}{\sigma} \log(B/S_0)\}. \tag{C.3}
\]

The first passage time \( \tau_B \) has a density (see Wystup, 2010 and the reference therein)

\[
P[\tau_B \in dt] = \frac{1}{\sigma} \frac{\log(B/S_0)}{t \sqrt{2\pi t}} e^{\exp \left( -\frac{\left( \frac{1}{\sigma} \log(B/S_0) - \theta t \right)^2}{2t} \right)} dt. \tag{C.4}
\]

From (31), the domestic price of a one-touch is given by

\[
G(S_u, B, T) = e^{-r_d T} \int_0^T \frac{1}{\sigma} \frac{\log(B/S_0)}{t \sqrt{2\pi t}} e^{\exp \left( -\frac{\left( \frac{1}{\sigma} \log(B/S_0) - \theta t \right)^2}{2t} \right)} dt. \tag{C.5}
\]

Weber and Wystup (2010) evaluate this integral and derive a general formula,

\[
G(S, B, T) = e^{-r_d T} \left( (B/S)^{\frac{\theta + |\theta|}{\sigma}} \mathcal{N}(-\phi d_+) + (B/S)^{\frac{\theta - |\theta|}{\sigma}} \mathcal{N}(\phi d_-) \right), \tag{C.6}
\]

where \( d_+ = \frac{1}{\sigma \sqrt{t}} (\pm \log(S/B) - \sigma |\theta| t) \). For quotes under the foreign risk-neutral measure, C.6. is applied with reciprocal values for \( B \) and \( S \), interest rates exchanged and \( \phi \) replaced by \(-\phi\) (See Weber and Wystup (2010) and Wystup (2010)).
D Simulating Jumps

A general reference for simulating jump trajectories is Cont and Tankov (2004).

Variance Gamma Model

Set $\sigma = \sqrt{2C/(MG)}$, $\theta = C(1/M - 1/G)$ and $\nu = 1/C$. For an arbitrary time interval $\Delta t$, simulate a gamma ($Z_1$) and a normal ($Z_2$) random variable

\[ Z_1 \sim \Gamma(\Delta t/\nu, \nu) \]
\[ Z_2 \sim N(0, 1) \]

An increment of the variance gamma process is obtained from

\[ \Delta X = \theta Z_1 + \sigma \sqrt{Z_1} Z_2. \] (D.1)

Kou Model

Define $\Upsilon \in \{M, G\}$. For an arbitrary time interval $\Delta t$, the intensity parameter $\lambda$ is given by

\[ \lambda = (I^+ + I^-)\Delta t, \] (D.2)

where $I^\pm = C/\Upsilon$ follows from evaluating the integral $\int v(x)dx$ over the positive and negative half-line of the Kou Lévy density in (8).

Given an interval $\Delta t$, generate $N \sim Poi(\lambda)$ jump interval times. Next, set the dampening factor $\Upsilon = M$ and the jump sign $\eta = 1$. Simulate a uniform variable $U_1$ and reset $\Upsilon = G$, $\eta = -1$ if $U_1 < I^-/(I^+ + I^-)$.

The probability that a jump with sign $\eta$ has size $|x| \geq \varepsilon$ is

\[ V(\varepsilon) = C \int_{\eta \varepsilon}^{0 \vee \eta \varepsilon} e^{-\Upsilon |x|/I^\eta} = 1 - e^{-\eta \Upsilon \varepsilon}, \] (D.3)

By inversion of (D.3), the jump magnitude is

\[ \varepsilon = -\log(U_2)/(\eta \Upsilon), \] (D.4)

where $U_2$ is another uniform random variable. An increment on the time-grid is given as the sum of the jumps on the interval $\Delta t$,

\[ \Delta X_t = \sum_{i=1}^{N} \varepsilon_i. \] (D.5)
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